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This paper examines the family income–college enrolment relationship and the evidence on credit constraints in post-secondary schooling. We distinguish short run liquidity constraints from the long term factors that promote cognitive and noncognitive ability. Long run factors crystallised in ability are the major determinants of the family income-schooling relationship, although there is some evidence that up to 8% of the total US population is credit constrained in a short run sense. Evidence that IV estimates of the returns to schooling exceed OLS estimates is sometimes claimed to support the existence of substantial credit constraints. This argument is critically examined.

This paper interprets the evidence on the relationship between family income and college attendance. Fig. 1 displays aggregate time series college participation rates for 18–24 year old American males classified by their parental income. Parental income is measured in the child’s late adolescent years. There are substantial differences in college participation rates across family income classes in each year. This pattern is found in many other countries; see the essays in Blossfeld and Shavit (1993). In the late 1970s or early 1980s, college participation rates start to increase in response to rising returns to schooling, but only for youth from the top income groups. This differential educational response by income class promises to perpetuate or widen income inequality across generations and among race and ethnic groups.

There are two, not necessarily mutually exclusive, interpretations of this evidence. The common interpretation and the one that guides policy is the obvious one. Credit constraints facing families in a child’s adolescent years affect the resources required to finance a college education. A second interpretation emphasises more long run factors associated with higher family income. It notes that family income is strongly correlated over the child’s life cycle. Families with high income in the adolescent years are more likely to have high income throughout the child’s life at home. Better family resources in a child’s formative years are associated with higher quality of education and better environments that foster cognitive and noncognitive skills.

Both interpretations of the evidence are consistent with a form of credit constraint. The first, more common, interpretation is clearly consistent with this point of view. But the second interpretation is consistent with another type of credit constraint.
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constraint: the inability of the child to buy the parental environment and genes that form the cognitive and noncognitive abilities required for success in school. This interpretation renders a market failure as a type of credit constraint.1

This paper argues on quantitative grounds that the second interpretation of Fig. 1 is by far the more important one. Controlling for ability formed by the mid teenage years, parental income plays only a minor role. The evidence from the US presented in this paper suggests that at most 8% of American youth are subject to short term liquidity constraints that affect their post-secondary schooling. Most of the family income gap in enrolment is due to long term factors that produce the abilities needed to benefit from participation in college.

The plan of this paper is as follows. We first state the intuitive arguments justifying each interpretation. We then consider more precise formulations starting with an influential argument advanced by Card (2001) and others. That argument claims that evidence that instrumental variables (IV) estimates of the wage returns to schooling (the Mincer coefficient) exceed least squares estimates (OLS) is consistent with short term credit constraints. We make the following points about this argument. (1) The instruments used in the literature are invalid. Either they are uncorrelated with schooling or they are correlated with omitted abilities.

![Fig. 1. College Participation by 18 to 24 year Old Male High School Completers by Parental Family Income Quartiles](image)

Source: Authors’ calculations from October Current Population Survey Files

1 Of course, the suggested market failure is whimsical since the preferences of the child are formed, in part, by the family into which he/she is born. Ex post, the child may not wish a different family, no matter how poor the family.
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(2) Even granting the validity of the instruments, instrumental variables estimates of the return to schooling may exceed least squares estimates even if there are no short term credit constraints. A large body of evidence on comparative advantage in the labour market is consistent with IV > OLS. (3) The OLS-IV argument neglects the choice of quality of schooling. Constrained people may choose low quality schools and have lower estimated Mincer coefficients ('rates of return') and not higher ones. Moreover, accounting for quality, the instruments used in the literature are invalid because they are determinants of potential earnings.

We then move on to consider other arguments advanced in the literature in support of the empirical importance of short term credit constraints: (1) Kane (1994) claims that the sensitivity of college enrolment to tuition is greater for people from poorer families. Greater tuition sensitivity of the poor, even if empirically true, does not prove that they are constrained. Kane’s empirical evidence has been challenged by Cameron and Heckman (1999, 2001). Conditioning on ability, responses to tuition are uniform across income groups. (2) Cameron and Heckman also show that adjusting for long term family factors (measured by ability or parental background) mostly eliminates ethnic-racial gaps in schooling. We extend their analysis to eliminate most of the family income gaps in enrolment by conditioning on long term factors. (3) We also examine a recent qualification of the Cameron-Heckman analysis by Ellwood and Kane (2000) who claim to produce evidence of substantial credit constraints. We qualify their qualification. We find that at most 8% of American youth are credit constrained in the short run sense. For many dimensions of college attendance (delay, quality of school attended and completion), adjusting for long term factors eliminates any role for short term credit constraints associated with family income. (4) We also scrutinise the arguments advanced in support of short term credit constraints that (a) the rate of return to human capital is higher than that of physical capital and (b) that rates of return to education are higher for individuals from low income families. We also review some of the main findings in the empirical literature.

The evidence assembled here suggests that the first order explanation for gaps in enrolment in college by family income is long run family factors that are crystallised in ability. Short run income constraints play a role, albeit a quantitatively minor one. There is scope for intervention to alleviate these short term constraints, but one should not expect to eliminate the enrolment gaps in Fig. 1 by eliminating such constraints.

1. Family Income and Enrollment in College

This relationship between family income and the college attendance of children can be interpreted in several, not necessarily mutually exclusive, ways. The first, and most popular interpretation emphasises that credit constraints facing families in a child’s adolescent years affect the resources required to finance a college education. The second interpretation emphasises the long run factors associated with higher family income.

The argument that short term family credit constraints are the most plausible explanation for the relationship depicted in Fig. 1 starts by noting that human
capital is different from physical capital. With the abolition of slavery and indentured servitude, there is no asset market for human capital. People cannot sell rights to their future labour earnings to potential lenders in order to secure financing for their human capital investments. Even if they could, there would be substantial problems in enforcing performance of contracts on future earnings given that persons control their own labour supply and the effort and quality of their work. The lack of collateral and the inability to monitor effort are widely cited reasons for current large-scale government interventions to finance education.

If people had to rely on their own resources to finance all of their schooling costs, undoubtedly the level of educational attainment in society would decline. To the extent that subsidies do not cover the full costs of tuition, persons are forced to raise tuition through private loans, through work while in college or through foregone consumption. This may affect the choice of college quality, the content of the educational experience, the decision of when to enter college, the length of time it takes to complete schooling, and even graduation from college. Children from families with higher incomes have access to resources that children from families with lower incomes do not have, although children from higher income families still depend on the good will of their parents to gain access to funds. Limited access to credit markets means that the costs of funds are higher for the children of the poor and this limits their enrolment in college. This story apparently explains the evidence that shows that the enrolment response to the rising educational premium that began in the late 1970s or early 1980s was concentrated in the top half of the family income distribution. Low income whites and minorities began to respond to the rise in the return to college education only in the 1990s. The reduction in the real incomes of families in the bottom half of the family income distribution coupled with a growth in real tuition costs apparently contribute to growing disparity between the college attendance of the children of the rich and the poor.

An alternative interpretation of the same evidence is that long-run family and environmental factors play a decisive role in shaping the ability and expectations of children. Families with higher levels of resources produce higher quality children who are better able to perform in school and take advantage of the new market for skills.

Children whose parents have higher income have access to better quality primary and secondary schools. Children’s tastes for education and their expectations about their life chances are shaped by those of their parents. Educated parents are better able to develop scholastic aptitude in their children by assisting and directing their studies. What is known about cognitive ability is that it is formed relatively early in life and becomes less malleable as children age. By age 14, intelligence as measured by IQ tests seems to be fairly well set; see the evidence

---

2 The purchase of education is governed by the same principles that govern the purchase of other goods. The lower the price, the more likely are people to buy the good. Dynarski (2000) presents recent evidence about the strength of these tuition effects that is consistent with a long line of research. In addition, there is, undoubtedly, a consumption component to education. Families with higher incomes may buy more of the good for their children and buy higher quality education as well. This will contribute to the relationship displayed in Fig 1.
summarised in Heckman (1995). Noncognitive skills appear to be more malleable until the late adolescent years; see Heckman (2000) and Carneiro and Heckman (2003). The influences of family factors that are present from birth through adolescence accumulate over many years to produce ability and college readiness. By the time individuals finish high school, and scholastic ability is determined, the scope of tuition policy for promoting college attendance through boosting cognitive and noncognitive skills is greatly diminished.

The interpretation that stresses the role of family and the environment does not necessarily rule out short-term borrowing constraints as a partial explanation for Fig. 1. However, if the finances of poor but motivated families hinder them from providing decent elementary and secondary schooling for their children, and produce a low level of college readiness, government policy aimed at reducing the short-term borrowing constraints for the college expenses of those children during their college going years is unlikely to be effective. Policy that improves the environments that shape ability will be a more effective avenue for increasing college enrolment in the long run. The issue can be settled empirically. Surprisingly, little data have been brought to bear on this question until recently.

In this paper, we critically examine the evidence in the literature and present new arguments and evidence of our own. There is evidence for both short run and long run credit constraints. Long run family influence factors produce both cognitive and noncognitive ability which vitally affect schooling. Differences emerge early and, if anything, are strengthened in school. Conditioning on long term factors eliminates most of the effect of family income in the adolescent years on college enrolment decisions for most people, except for a small fraction of young people. We reach similar conclusions for other dimensions of college participation – delay of entry, final graduation, length of time to complete school and college quality. For some of those dimensions, adjusting for long run factors eliminates or even overadjusts the family income gaps. At most 8% of American youth are constrained. Credit constraints in the late adolescent years play a role for a small group of youth that can be targeted.

In the next section, we review and criticise the argument that comparisons between IV and OLS estimates of the returns to schooling are informative about the importance of credit constraints.

2. OLS, IV and Evidence On Credit Constrained Schooling

A large body of literature devoted to the estimation of ‘causal’ effects of schooling has found that in many applications instrumental variable estimates of the return to schooling exceed OLS estimates (Griliches, 1977; Card, 1999, 2001). Researchers have used compulsory schooling laws, distance to the nearest college or tuition as their instruments to estimate the return to schooling.

Since IV can be interpreted as estimating the return for those induced to change their schooling status by the selected instrument, finding higher returns for changers suggests that they are credit constrained persons who face higher marginal costs of schooling. This argument has become very popular among applied researchers, see for example, Kane (2001).
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For three reasons, this evidence is not convincing on the issue of the existence of credit constraints. First, the validity of the instruments used in this literature is questionable. Second, even granting the validity of the instruments, the IV-OLS evidence is consistent with models of self selection or comparative advantage in the labour market even in the absence of credit constraints (Carneiro and Heckman, 2003; Heckman, 2001; Carneiro, Heckman and Vytlacil, 2001). Third, the argument ignores the quality margin. As the evidence presented in Carneiro and Heckman, 2003 shows, one manifestation of credit constraints is lower-quality schooling. Students will attend two-year schools instead of four-year schools, or will attend lower quality schools at any level of attained years of schooling. Moreover, even if the OLS-IV comparison were convincing, the IV procedure does not identify the credit constrained people. We now elaborate on these points.

2.1. Models of Heterogeneous Returns

A major development in economics is recognition of heterogeneity in response to education and other interventions as an empirically important phenomenon (Heckman, 2001). In terms of a familiar regression model for schooling $S$, we may write wages as

$$\ln W = \alpha + \beta S + \epsilon$$

where $E(\epsilon) = 0$ and $\beta$ varies among people, and both $\beta$ and $\epsilon$ may be correlated with $S$. In that case, conventional intuitions about least square bias, ability bias and the performance of instrumental variables break down.

Another representation of (1) is in terms of potential outcomes (Heckman and Robb, 1986). Let $\ln W_1$ be the wage of a person if schooled; $\ln W_0$ is the wage if not schooled.

$$\ln W_1 = \mu_1 + U_1 \quad E(U_1) = 0$$
$$\ln W_0 = \mu_0 + U_0 \quad E(U_0) = 0$$

so $\beta = \ln W_1 - \ln W_0 = \mu_1 - \mu_0 + U_1 - U_0, \alpha = \mu_0$, and $\epsilon = U_0$. $\beta$ is the marginal return to schooling. There is a distribution of $\beta$ in the population. No single number describes ‘the’ rate of return to education. Many different ‘effects’ of schooling can be defined and estimated. Different estimators define different parameters. Different instruments define different parameters. None of these parameters necessarily answers policy relevant questions (Heckman and Vytlacil, 2001; Heckman, 2001).

The Roy model of income distribution is based on a simple schooling rule:

$$S = 1 \quad \text{if} \quad W_1 - W_0 - C > 0$$
$$S = 0 \quad \text{otherwise}$$

where $C$ is direct cost (‘tuition’). This model gives rise to comparative advantage in the labour market which has been shown to be empirically important in Sattinger (1978, 1980), Willis and Rosen (1979), Heckman and Sedlacek (1985, 1990),
Carneiro, Heckman and Vytlačil (2001) and other papers. Models of comparative advantage in earnings differ from conventional models of earnings by recognising two or more potential skills for each person rather than the one skill efficiency units view of the human capital model that dominated the early discussion of ability bias (Griliches, 1977). The early discussion of ability bias implicitly assumed that \( U_1 = U_0 \) so \( \beta \) is a constant for all persons given personal characteristics \( X \).

2.2. Invalid Instruments

Putting aside for the moment the issue of heterogeneity in rates of return, there is considerable doubt about the validity of the instruments used in the literature. Here we consider a common coefficient model of schooling and earnings (\( \beta \) the same for everyone conditional on characteristics \( X \)) and present conditions under which \( \hat{\beta}_{IV} > \hat{\beta}_{OLS} \) if the variable we are using as an instrument is correlated with the residual of the wage equation. We show empirical evidence that is suggestive that this is an empirically important problem.

The ability bias literature considered the ability bias problem as an omitted variables problem. In the true model,

\[
\ln W = \alpha + \beta S + \gamma A + \varepsilon
\]

where \( A \) is ability and \( \beta \) is the (homogeneous) common return to schooling \( U_1 = U_0 = \varepsilon \). However in traditional formulations \( A \) is an omitted variable. To focus on the central argument in this literature, suppose that \( \text{COV}(S, \varepsilon) = 0 \), \( \text{COV}(S, A) > 0 \) and that \( \gamma > 0 \) (individuals of high ability take more schooling and ability has a positive effect on wages). Suppose we have a candidate instrument \( Z \) with the properties that \( \text{COV}(Z, \varepsilon) = 0 \), \( \text{COV}(Z, S) \neq 0 \) but \( \text{COV}(Z, A) \neq 0 \), so \( Z \) is an invalid instrument. Then

\[
\text{plim } \hat{\beta}_{OLS} = \beta + \gamma \frac{\text{COV}(S, A)}{V(S)}
\]

\[
\text{plim } \hat{\beta}_{IV} = \beta + \gamma \frac{\text{COV}(Z, A)}{\text{COV}(Z, S)}
\]

so \( \text{plim } \hat{\beta}_{IV} > \text{plim } \hat{\beta}_{OLS} \) if

\[
\frac{\text{COV}(Z, A)}{\text{COV}(Z, S)} > \frac{\text{COV}(S, A)}{V(S)}
\]

(since \( \gamma > 0 \)), where \( V(S) \) is the variance of \( S \). If \( \text{COV}(Z, S) > 0 \), this condition can be rewritten as follows:

\[
\frac{\text{COV}(Z, A)}{[V(A)V(Z)]^{1/2}} > \frac{\text{COV}(S, A)\text{COV}(Z, S)}{V(S)[V(A)V(Z)]^{1/2}}
\]

or

\[
\rho_{ZA} > \rho_{SA}\rho_{SZ}
\]
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where the $\rho_{XY}$ is the correlation between $X$ and $Y$. If $\text{COV}(Z, S) < 0$, the ordering is reversed and

$$\rho_{ZA} < \rho_{SA}\rho_{SZ}.$$ 

Few data sets contain measures of ability. However the NLSY data (see Bureau of Labor Statistics, 2001) contains AFQT which is a measure of ability. Using this data we can test the validity of alternative commonly used instruments, by estimating the correlation between $Z$ and $A$. Table 1 presents evidence on this and the other correlations. (The sources of the data for this and other tables and figures in this paper is given in the Appendix.) The final column reports whether the pattern of correlations predicted under the upward-biased bad instrument hypothesis is found and is statistically significant. This table suggests that the literature is plagued by bad instrumental variables: they are either correlated with $S$ and $A$ or they are uncorrelated with $S$. The conditions required for $\text{plim } \hat{\beta}_{IV} > \text{plim } \hat{\beta}_{OLS}$ hold for most instruments which suggests that the evidence that $\hat{\beta}_{IV} > \hat{\beta}_{OLS}$ may be just a consequence of using bad instruments, and says nothing about credit constraints.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>$\rho_{ZA}$</th>
<th>$\rho_{ZA}$</th>
<th>$\rho_{SA}$</th>
<th>$\rho_{SA} \cdot \rho_{SZ}$</th>
<th>$\rho_{ZA} &gt; \rho_{SA}\rho_{SZ}$ if $\rho_{S,A} &gt; 0$</th>
<th>$\rho_{ZA} &lt; \rho_{SA}\rho_{SZ}$ if $\rho_{S,A} &lt; 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of siblings</td>
<td>-0.2155</td>
<td>-0.1286</td>
<td>0.4233</td>
<td>-0.0912</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0181)</td>
<td>(0.0211)</td>
<td>(0.0162)</td>
<td>(0.0091)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mother education</td>
<td>0.4334</td>
<td>0.3151</td>
<td>0.4233</td>
<td>0.1835</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0218)</td>
<td>(0.0173)</td>
<td>(0.0162)</td>
<td>(0.0128)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>father education</td>
<td>0.4470</td>
<td>0.3142</td>
<td>0.4233</td>
<td>0.1892</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0194)</td>
<td>(0.0193)</td>
<td>(0.0162)</td>
<td>(0.0126)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>distance to college</td>
<td>-0.0456</td>
<td>-0.0522</td>
<td>0.4233</td>
<td>-0.0193</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0241)</td>
<td>(0.0263)</td>
<td>(0.0162)</td>
<td>(0.0100)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>avg. 4yr college tuition</td>
<td>0.0071</td>
<td>0.0276</td>
<td>0.4233</td>
<td>0.0030</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0179)</td>
<td>(0.0213)</td>
<td>(0.0162)</td>
<td>(0.0076)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>avg. local blue collar wage</td>
<td>-0.0291</td>
<td>0.0258</td>
<td>0.4233</td>
<td>-0.0123</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0186)</td>
<td>(0.0226)</td>
<td>(0.0162)</td>
<td>(0.0080)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>local unemployment rate</td>
<td>-0.0651</td>
<td>-0.0405</td>
<td>0.4233</td>
<td>-0.0276</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0198)</td>
<td>(0.0191)</td>
<td>(0.0162)</td>
<td>(0.0083)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>birth quarter Jan–Mar</td>
<td>0.0162</td>
<td>0.0001</td>
<td>0.4233</td>
<td>0.0069</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0175)</td>
<td>(0.0204)</td>
<td>(0.0162)</td>
<td>(0.0073)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>birth quarter Apr–June</td>
<td>0.0256</td>
<td>-0.0079</td>
<td>0.4233</td>
<td>0.0108</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0205)</td>
<td>(0.0193)</td>
<td>(0.0162)</td>
<td>(0.0085)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>birth quarter July–Sept</td>
<td>-0.0269</td>
<td>-0.0058</td>
<td>0.4233</td>
<td>-0.0114</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0157)</td>
<td>(0.0209)</td>
<td>(0.0162)</td>
<td>(0.0067)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>birth quarter Oct–Dec</td>
<td>-0.0145</td>
<td>0.0140</td>
<td>0.4233</td>
<td>-0.0061</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0210)</td>
<td>(0.0222)</td>
<td>(0.0162)</td>
<td>(0.0089)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\rho$ is the correlation coefficient. We corrected for the effect of schooling at test date on AFQT.

---

3 We perform this test using the original AFQT tests and the test corrected for the endogeneity of schooling on test scores using the methods developed and applied in Hansen et al. (2003). We get the same results whether or not we adjust the test score for the effect of schooling on AFQT. Results are available from the authors on request.

© Royal Economic Society 2002
2.3. Comparative Advantage and Negative Selection Bias

Suppose, provisionally, that the instruments are valid. We now return to a case where \( \beta \) varies across people and people self-select into schooling based on \( \beta \). In the simple two-skill Roy model with no direct costs (\( C = 0 \)), it must be the case that persons with the highest returns to schooling (\( \beta \)) select into schooling (choose \( S = 1 \)), while those with the lowest returns do not. This implies that the average return to schooling for those who go to school,

\[
E(\beta|S = 1) = E(\ln W_1 - \ln W_0|S = 1),
\]

is higher than the return to persons just at the margin of going to school. The same analysis holds when \( C \) is introduced, provided that it is not too strongly positively correlated with \( W_1 - W_0 \). In this case, which is illustrated in Fig. 2, the marginal entrant into schooling has a lower return than the average person attending school. Fig. 2 plots the average returns to people with different characteristics as a function of how those characteristics affect the probability of going to college. In this figure people with characteristics that make them more likely to go to school have higher returns on average than those with characteristics that make them less likely to go to school.

If the costs of attending school are sufficiently positively correlated with returns, the shape of Fig. 2 does not necessarily arise. If persons with high returns (\( \beta \)) also

![Figure 2. No Credit Constraints](correlation between costs and returns negative or sufficiently weakly positive)

\(^4\) Precise conditions are given in Carneiro, Heckman and Vytlacil (2001).
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face high costs, then marginal entrants may have a higher return than the average return of persons who go to school (E(β|S = 1)). This could arise if people face credit constraints, eg, dumb kids have rich parents and bright kids have poor parents. This case is illustrated in Fig. 3.

Comparing the returns of people who attend school (E(β|S = 1)) with the returns of people at the margin of attending school would be one way to test the existence of credit constraints. Under standard assumptions used in discrete choice and sample selection models (see Vytlacil (2002) for a statement of these conditions), valid instrumental variable estimators identify the persons who change schooling status in response to the intervention, and are at (or near) the margin defined by the instrument (Imbens and Angrist, 1994; Card, 2001).

If IV estimators of the return to schooling are above E(β|S = 1), then it is plausible that credit constraints are operative – persons attracted to school by a change in a policy (or an instrument) earn more than the average person who attends school (see Fig. 3). This idea is empirically operationalised in the literature by comparing OLS estimators of the coefficient on S to the IV estimator. Griliches (1977) first noted that IV estimates of the return to schooling often exceed OLS estimates. Card (1999, 2001) reports a systematic body of evidence consistent with Griliches’ finding and interprets this as evidence of important credit constraints in the financing of schooling.

![Diagram](https://example.com/diagram.png)

**Fig. 3. Credit Constrained Model**
(correlation between costs and returns strongly positive)
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However even if the instruments are valid the test is not informative because the least squares estimator does not identify

\[ E(\beta|S = 1) = E(\ln W_1 - \ln W_0|S = 1). \]

Rather it identifies

\[ E(\ln W|S = 1) - E(\ln W|S = 0) = E(\beta|S = 1) + [E(U_0|S = 1) - E(U_0|S = 0)]. \]

In a model without variability in the returns to schooling, \( E(\beta|S = 1) = E(\beta) = \bar{\beta} \) is the same constant for everyone, so it is plausible that if \( U_0 \) is ability, the second term in parentheses will be positive (more able people attend school). This is the model of ability bias that motivated Griliches (1977). As noted by Willis and Rosen (1979), and confirmed in a nonparametric setting by Carneiro, Heckman and Vytlacil (2001), if there is comparative advantage, the term in brackets may be negative. People who go to school may be the worst persons in the \( W_0 \) distribution, ie \( E(U_0|S = 1) - E(U_0|S = 0) < 0 \) (even though they could be the best persons in the \( W_1 \) distribution). This could offset the positive \( E(U_1 - U_0|S = 1) \) and make the OLS estimate below that of the IV estimate. Only if the sorting on skills is sufficiently weakly negative (or positive) will the Card test be informative on the question of credit rationing.

Symmetrically, if there is credit rationing (the marginal entrant induced into schooling faces a higher return than is experienced by the average person who attends school), OLS estimates of the return to schooling might exceed IV estimates if sorting is sufficiently strongly positive \( (E(U_0|S = 1) - E(U_0|S = 0) > 0) \). Thus the proposed test for credit constraints has no power under either null hypothesis: binding credit constraints or no credit constraints.\(^5\)

The fallacy in the test is to assume that the OLS estimate is at least as large as the average return to people who take schooling. In a model of comparative advantage of the sort confirmed in a series of empirical studies of labour markets, nothing guarantees this condition. Carneiro, Heckman and Vytlacil (2001) present evidence from several data sets that the condition is in fact violated and \( E(U_0|S = 1) - E(U_0|S = 0) < 0 \).

We estimate the returns to college using IV and OLS in several data sets and using different instruments and we find that \( \beta_{IV} > \beta_{OLS} \) is a robust empirical result. However when we estimate the marginal return for people with different characteristics, ie, the effect of treatment for people at different margins of indifference between going to college and not going (Heckman and Vytlacil, 2001; Carneiro, Heckman and Vytlacil, 2001), we find a general declining pattern in all these data sets which indicates that the returns for the average person are higher than the returns for the marginal person. A declining marginal treatment effect means that returns are higher for individuals who go to college. We estimate that \( E(\beta|S = 1) > \beta_{IV} > \beta_{OLS} \). This declining pattern for the marginal treatment effects holds generally even when we estimate it separately for different income groups and different ability groups; see Carneiro, Heckman and Vytlacil (2001) and Carneiro et al. (2003).

\(^5\) This reasoning extends easily to a model with multiple levels of schooling.
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2.4. College Quality

The literature also neglects choice at the quality margin. Accounting for choice of quality provides yet another interpretation of the OLS-IV evidence and casts further doubt on the validity of the instruments used in this literature. We develop a two-period model of credit-constrained schooling where agents can lend but cannot borrow. We demonstrate that when agents adjust on the quality margin as well as on the quantity margin, instrumental variables (eg, policy changes) that induce constrained students to attend lower quality schools can lower the estimated Mincer return to schooling. The evidence that $\beta_{IV} > \beta_{OLS}$ can just as well be interpreted as suggesting the absence of credit constraints. This analysis also shows that Mincer returns can be very misleading guides to the true rate of return.

Consider an additively separable two-period utility function with discount rate $\rho$:

$$
U(C_0) + \frac{1}{1 + \rho} U(C_1)
$$

where $C_0$ and $C_1$ denote consumption in the first and second periods respectively. The agent possesses exogenous income flows in each period, $Y_0$ and $Y_1$. One can think of $Y_0$ as parental income. Individuals are constrained in their schooling choices only if they seek to borrow against future income (ie, if saving is non-positive).

We consider three choices for schooling: not attending school, attending a low quality school and attending a high quality school. Think of $S=1$ as denoting college attendance. $S=0$ is high school attendance. $D_i$ is an indicator equal to one if the agent chooses quality of schooling $q_i$, $i=1,2$. $q_i$ denotes the costs of schooling associated with each schooling level if the agent attends school. Finally, the wage associated with each schooling level is

$$
W(S, q) = W_0 \prod_{i=1}^{2} [\phi(q_i)D_i]^S
$$

so

$$
\ln W = \ln W_0 + S \left[ \sum_{i=1}^{2} D_i \ln \phi(q_i) \right]
$$

where $\phi(q_i)$ is the production function or wage output associated with the quality of level $q_i$. Evidence presented by Black and Smith (2002) and others suggests that high quality schooling (in college) has a substantial effect on lifetime earnings. To fix ideas, specify

$$
\phi(q_i) = Aq_i^\gamma, A > 0, \quad 0 < \gamma < 1,
$$

so we reach a familiar Mincer-like wage equation:

$$
\ln W = \ln W_0 + S[\ln A + \sum_{i=1}^{2} D_i \gamma \ln(q_i)]. \quad (3)
$$

When choosing not to attend college ($S=0$), an agent works in both the first and second periods and makes $W_0$ per period. In choosing to attend schooling the
agent does not earn the initial wage in the first period and also pays the costs of attending school \( q \) in the second period, the agent makes \( W_0\phi(q) \). We assume \( q_2 > q_1 > 1 \) and hence \( \phi(q_2) > \phi(q_1) > 1 \). Notice that persons who attend college at a lower quality school earn a lower Mincer return but have a rate of return higher than the market interest rate.

For agents who are net savers and are not credit constrained, only ability matters, so agents with high ability attend high quality schools, agents of moderate ability attend medium quality schools, and agents of low ability do not attend school. For persons who are constrained, consumption in each period is equal to their exogenous income flow plus or minus the costs or earnings from the schooling decision. This model generalises Becker (1975) and Card (1995) by explicitly accounting for preferences, including time preference. In the credit constrained economy, the three choices and their associated utilities are as follows:

(a) No School: \( S = 0, q = 0 \)

\[
U_0 = U(Y_0 + W_0) + \frac{1}{1+\rho} U(Y_1 + W_0)
\]

(b) Low Quality Schooling: \( S = 1, q = q_1 \)

\[
U_1 = U(Y_0 - q_1) + \frac{1}{1+\rho} U(Y_1 + W_0\phi(q_1))
\]

(c) High Quality Schooling: \( S = 1, q = q_2 \)

\[
U_2 = U(Y_0 - q_2) + \frac{1}{1+\rho} U(Y_1 + W_0\phi(q_2)).
\]

The agent maximises utility and chooses the schooling that yields the highest utility: take No School if \( U_0 > U_1, U_2 \); take Low Quality Schooling if \( U_1 > U_0, U_2 \); or take High Quality Schooling if \( U_2 > U_1, U_0 \).

Suppose that \( A \) varies in the population and is unobserved by the economist but not by the agent. \( \gamma, \rho \) and \( \alpha \) are common parameters. \( W_0, Y_0 \) and \( Y_1 \) are observed. Let \( X = (W_0, Y_0, Y_1) \) and assume \( E(\ln A|X) = 0 \) and assume that selection into schooling status depends on these parameters. The higher \( A \), the lower \( \rho \), the higher \( Y_0 \) and the lower the cost of quality the more likely will \( S = 1 \). These forces also work toward making people select higher quality schooling. Any estimated return to schooling depends on the quality of schooling selected.

Suppose there is a valid instrument, say a policy targeted toward low \( Y_0 \) persons, that shifts people from \( S = 0 \) to \( (S = 1, D_1 = 1) \) status. It leads poor people to attend low quality schools. The Mincer return to schooling for these people is

\[
\gamma \ln q_1.
\]

This is smaller in general than the least squares estimator

\[
\gamma [(\ln q_1)P_1 + (\ln q_2)P_2] + [E(\ln A|S = 1, X) - E(\ln A|S = 0, X)]
\]

where

\[
P_1 = \Pr(D_1 = 1|S = 1, X)
\]
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and
\[ P_2 = \Pr(D_2 = 1|S = 1, X) \]
and selection implies that the term in brackets is positive (more able people are more likely to attend school).

The agents are credit constrained, but pick low quality schooling when they attend college. This analysis shows that when quality is added to the Becker-Card model, and it is not accounted for in the estimation, credit-constrained persons induced to attend college by a policy or an instrument directed toward low income persons may have lower estimated returns than the average person. The estimated Mincer return is not, of course, the true rate of return.

Note further that tuition \((q)\) is not a valid instrument because it affects potential outcomes \((\varphi(q))\). Distance is like tuition in many respects and is also unlikely to be a valid instrument. Nearby schools are generally of lower quality. This is another argument against the validity of several of the instruments commonly used in the literature.

2.5. Inaccurate Targeting of Credit Constrained People

An additional point is that in general IV does not identify the credit constrained people. Thus IV methods do not allow us to identify the group of people for whom it would be useful to target an intervention. Using a direct method like the one described next we can identify a group of high ability people who are not going to college and we can target policy interventions towards them.

3. Adjusting Family Income Gaps by Ability or Other Long Term Family Factors

A more direct approach to testing the relative importance of long run factors vs. short run credit constraints in accounting for the evidence in Fig. 1 is to condition on long run factors and examine if there is any additional role for short run credit constraints. Conditioning on observables also offers the promise of identifying specific subgroups of persons who might be constrained and who might be targeted by policies.

Cameron and Heckman (1998, 1999, 2001) compare the estimated effects of family background and family income in the child’s adolescent years on college attendance with, and without, controlling for scholastic ability (AFQT). Measured scholastic ability is influenced by long-term family and environmental factors, which are in turn produced by the long-term permanent income of families. To the extent that the influence of family income on college attendance is diminished by the inclusion of scholastic ability in an analysis of college attendance, one would conclude that long-run family factors crystallised in AFQT scores are the driving force behind schooling attainment, and not short-term credit constraints. Fitting a lifecycle model of schooling to a subsample of the NLSY data on youth with AFQT measured before high school graduation, Cameron and Heckman examine what portion of the gap in school attendance at various levels between minority youth and whites is due to family income, during the adolescent years, to tuition costs,
and to family background. They find that when they do not control for ability measured at an early age, about half (5 points) of the 11 point gap between black and white college attendance rates is due to family income; more than half (4 points) of the 7 point difference between Hispanics and whites is due to family income. When scholastic ability is accounted for, only one half of one point of the 11 point black-white gap is explained by family income. For Hispanics, the gap actually widens when family income is included. Equalising ability more than accounts for minority-majority college attendance gaps. Comparable results are obtained when they adjust for parental education and family structure. The effects of tuition on college entry are also greatly weakened when measures of ability are included. Ability, and not financial resources, in the teenage years accounts for pronounced minority-majority differences in schooling attainment. The disincentive effects of college tuition on college attendance are dramatically weakened when ability is included in the analysis of college attendance. This analysis suggests that it is long run factors that determine college attendance, not short term borrowing constraints, that explain the evidence in Fig. 1.

It is sometimes claimed that the enrolment responses to tuition should be larger for constrained (low income) persons; see Kane (1994) and the survey in Ellwood and Kane (2000). This does not follow from any rigorous argument. Table 2 taken from Cameron and Heckman (1999) explicitly addresses this issue empirically; see in particular panels (b) and (c). Even without adjusting for AFQT, there is no pattern in the estimated tuition effects by family income level. When they condition on ability, tuition effects become smaller (in absolute value) and no pattern by family income is apparent. Even if the argument had theoretical validity, there is no empirical support for it.

6 See BLS (2001) for a description of the NLSY data.
7 The authors condition on an early measure of ability not contaminated by feedback from schooling to test scores that is documented in Hansen et al. (2003).
8 Mulligan (1997) shows in the context of a Becker-Tomes model that tuition elasticities for human capital accumulation are greater (in absolute value) for unconstrained people. His proof easily generalises to more general preferences (results are available on request from the authors). By a standard argument in discrete choice Kane’s claim cannot be rigorously established. Let \( S = 1 \) if \( I(t, X) \geq \epsilon \) where \( I \) is an index of net benefit from college, \( t \) is tuition, \( \partial I / \partial t < 0 \) and \( X \) are other variables, including income. \( \epsilon \) is an unobserved (by the economist) psychic cost component. Then assuming that \( \epsilon \) is independent of \( t, X \).

\[
\Pr(S = 1|t, X) = \int_{-\infty}^{f(t,X)} f(\epsilon) d\epsilon
\]

where \( f(\epsilon) \) is the density of psychic costs. Then

\[
\frac{\partial \Pr(S = 1|t, X)}{\partial t} = \left[ \frac{\partial f(t, X)}{\partial t} \right] f[I(t, X)]
\]

For constrained persons with very low income, \( I(t, X) \) is small. Depending on the density of \( \epsilon \), the location of \( I(t, X) \) in the support of the density, and the value of \( \partial I(t, X)/\partial t \), constrained persons may have larger or smaller tuition responses than unconstrained persons. Thus if \( \epsilon \) is normal, and \( I(t, X) \rightarrow -\infty \) for constrained people, if the derivative is bounded, the tuition response is zero for constrained people.

9 Standard errors are not presented in their paper but test statistics for hypothesis of equality are presented.
Table 2
Effects of a $1,000 Increase in Gross Tuition (both Two- and Four-Year) on the College Entry Probabilities of High School Completers
By Family Income Quartile and by AFQT Quartile

<table>
<thead>
<tr>
<th></th>
<th>Whites (1)</th>
<th>Blacks (2)</th>
<th>Hispanics (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) No explanatory variables except tuition in the model</td>
<td>(a) Overall Gross Tuition Effects</td>
<td>$-0.17$</td>
<td>$-0.10$</td>
</tr>
<tr>
<td>(2) Baseline specification (see note at table base, includes family income and background, and so forth)*</td>
<td>$-0.06$</td>
<td>$-0.04$</td>
<td>$-0.06$</td>
</tr>
<tr>
<td>(3) Adding AFQT to the row (2) specification</td>
<td>(b) By Family Income Quartiles (panel A row (2) specification)</td>
<td>$-0.05$</td>
<td>$-0.03$</td>
</tr>
<tr>
<td>(4) Top Quartile</td>
<td>$-0.04$</td>
<td>$-0.01$</td>
<td>$-0.04$</td>
</tr>
<tr>
<td>(5) Second Quartile</td>
<td>$-0.06$</td>
<td>$-0.03$</td>
<td>$-0.05$</td>
</tr>
<tr>
<td>(6) Third Quartile</td>
<td>$-0.07$</td>
<td>$-0.07$</td>
<td>$-0.08$</td>
</tr>
<tr>
<td>(7) Bottom Quartile</td>
<td>$-0.06$</td>
<td>$-0.05$</td>
<td>$-0.08$</td>
</tr>
<tr>
<td>(8) Joint Test of Equal Effects Across Quartiles (p-values)</td>
<td>(c) By Family Income Quartiles (panel A row (3) specification)</td>
<td>$0.49$</td>
<td>$0.23$</td>
</tr>
<tr>
<td>(9) Top Quartile</td>
<td>$-0.02$</td>
<td>$-0.02$</td>
<td>$-0.02$</td>
</tr>
<tr>
<td>(10) Second Quartile</td>
<td>$-0.06$</td>
<td>$0.00$</td>
<td>$-0.05$</td>
</tr>
<tr>
<td>(11) Third Quartile</td>
<td>$-0.07$</td>
<td>$-0.05$</td>
<td>$-0.09$</td>
</tr>
<tr>
<td>(12) Bottom Quartile</td>
<td>$-0.04$</td>
<td>$-0.04$</td>
<td>$-0.07$</td>
</tr>
<tr>
<td>(13) Joint Test of Equal Effects Across Quartiles (p-values)</td>
<td>(d) By AFQT Quartiles (panel A row (3) specification plus tuition-AFQT interaction terms)</td>
<td>$0.34$</td>
<td>$0.45$</td>
</tr>
<tr>
<td>(14) Top Quartile</td>
<td>$-0.03$</td>
<td>$-0.02$</td>
<td>$-0.03$</td>
</tr>
<tr>
<td>(15) Second Quartile</td>
<td>$-0.06$</td>
<td>$-0.01$</td>
<td>$-0.05$</td>
</tr>
<tr>
<td>(16) Third Quartile</td>
<td>$-0.06$</td>
<td>$-0.03$</td>
<td>$-0.07$</td>
</tr>
<tr>
<td>(17) Bottom Quartile</td>
<td>$-0.05$</td>
<td>$-0.03$</td>
<td>$-0.05$</td>
</tr>
<tr>
<td>(18) Joint Test of Equal Effects Across Quartiles (p-values)</td>
<td>$0.60$</td>
<td>$0.84$</td>
<td>$0.68$</td>
</tr>
</tbody>
</table>

Gross tuition is the nominal sticker-price of college and excludes scholarship and loan support.

Notes: These simulations assume both two-year and four-year college tuition increase by $1,000 for the population of high school completers.

* The baseline specification used in row(2) or panel (a) and rows (4) to (7) of panel (b) includes controls for family background, family income, average wages in the local labour market, tuition at local colleges, controls for urban and southern residence, tuition-family income interactions, estimated Pell grant award eligibility, and dummy variables, that indicate the proximity of two- and four-year colleges. The Panel (d) specification adds AFQT and an AFQT-tuition interaction to the baseline specification. Source: Cameron and Heckman (1999).

Ellwood and Kane (2000) accept the main point of Cameron and Heckman that academic ability is a major determinant of college entry. At the same time, they argue that family income operates as an additional constraint, not as powerful as academic ability, but more easily addressed by policy than ability. Fig. 4 presents our version of their case using the NLSY79 (see the Appendix for a brief discussion of these data). Classifying white males by their test score terciles, we display college enrolment rates by family income. There is a clear ordering in the high ability group.
and in other ability groups as well. Persons from families with higher income in the child’s adolescent years are more likely to enroll in college. This ordering occurs in other data sets, even for low ability groups; see Carneiro and Heckman (2003).

These plots indicate a subsidiary, but still quantitatively important role for family income in accounting for schooling enrolment. Does this mean that short run credit constraints are operative in the college-going years? Not necessarily. Family income in the adolescent years is strongly correlated with family income throughout the life cycle. In addition, long run family resources are likely to produce many skills that are not fully captured by a single test score.

When we control for early family background factors (parental education, family structure and place of residence) we greatly weaken the relationship between family income and college enrolment. Table 3 reports estimated gaps by income quartile relative to the top income quartile after adjustment for the covariates listed at the top of the table. These gaps are denoted ‘Beta’ and are presented for different AFQT groups and overall for the six dimensions of college participation listed in the heading of each panel. Standard errors and “t” statistics are presented for each estimated adjusted gap. Focusing on enrolment, panel (A), we cannot reject the hypothesis that in the high ability group all gaps are zero (see test statistic for ‘All Gaps = 0’ at the base of the panel). If we do not condition on AFQT we reject the hypothesis (see the estimates under ‘Not conditioning on AFQT’), and find strong family income effects. Figure 5 plots the adjusted family income enrolment levels. The scale of the adjustment is arbitrary. Only the relative size within ability tertiles of the residuals is meaningful. The important message of this figure is that the gaps by family income quartile are smaller in Figure 5 than in Figure 4.

Table 4 presents estimates of the percentage of the white male population that is credit constrained overall (figure in italics) and broken down into ability–income components (rest of the table) for each of the dimensions listed in the panel.
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<table>
<thead>
<tr>
<th>AFQT Tercile 1</th>
<th>AFQT Tercile 2</th>
<th>AFQT Tercile 3</th>
<th>Not Conditioning on AFQT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta</td>
<td>Std. Err.</td>
<td>t-stat</td>
</tr>
<tr>
<td>q4-q1</td>
<td>0.1178</td>
<td>0.0718</td>
<td>1.64</td>
</tr>
<tr>
<td>q4-q2</td>
<td>0.0808</td>
<td>0.0671</td>
<td>1.20</td>
</tr>
<tr>
<td>q4-q3</td>
<td>0.0870</td>
<td>0.0663</td>
<td>1.31</td>
</tr>
<tr>
<td>All Gaps = 0</td>
<td>F(3,454) = 0.94</td>
<td>F(3,499) = 0.65</td>
<td>F(3,491) = 1.18</td>
</tr>
<tr>
<td>q4-q1</td>
<td>-0.2815</td>
<td>0.1439</td>
<td>-1.96</td>
</tr>
<tr>
<td>q4-q2</td>
<td>-0.2943</td>
<td>0.1416</td>
<td>-2.08</td>
</tr>
<tr>
<td>q4-q3</td>
<td>-0.1918</td>
<td>0.1377</td>
<td>-1.39</td>
</tr>
<tr>
<td>All Gaps = 0</td>
<td>F(3,100) = 1.75</td>
<td>F(3,325) = 1.08</td>
<td>F(3,327) = 0.65</td>
</tr>
<tr>
<td>q4-q1</td>
<td>0.5377</td>
<td>0.3541</td>
<td>1.52</td>
</tr>
<tr>
<td>q4-q2</td>
<td>0.2472</td>
<td>0.2339</td>
<td>1.06</td>
</tr>
<tr>
<td>q4-q3</td>
<td>0.0983</td>
<td>0.2242</td>
<td>0.44</td>
</tr>
<tr>
<td>All Gaps = 0</td>
<td>F(3,41) = 1.01</td>
<td>F(3,68) = 0.57</td>
<td>F(3,76) = 0.86</td>
</tr>
<tr>
<td>q4-q1</td>
<td>0.1637</td>
<td>0.2111</td>
<td>0.78</td>
</tr>
<tr>
<td>q4-q2</td>
<td>0.4207</td>
<td>0.1931</td>
<td>2.18</td>
</tr>
<tr>
<td>q4-q3</td>
<td>0.3717</td>
<td>0.1907</td>
<td>1.95</td>
</tr>
<tr>
<td>All Gaps = 0</td>
<td>F(3,54) = 1.98</td>
<td>F(3,129) = 0.50</td>
<td>F(3,135) = 1.17</td>
</tr>
</tbody>
</table>
Table 3
Continued

<table>
<thead>
<tr>
<th>AFQT Tercile 1</th>
<th>AFQT Tercile 2</th>
<th>AFQT Tercile 3</th>
<th>Not Conditioning on AFQT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta</td>
<td>Std. Err.</td>
<td>t-stat</td>
<td>Beta</td>
</tr>
<tr>
<td>q4-q1</td>
<td>0.0400</td>
<td>0.1264</td>
<td>0.32</td>
</tr>
<tr>
<td>q4-q2</td>
<td>0.2185</td>
<td>0.1119</td>
<td>1.95</td>
</tr>
<tr>
<td>q4-q3</td>
<td>0.2700</td>
<td>0.1072</td>
<td>2.52</td>
</tr>
<tr>
<td>All Gaps = 0</td>
<td>F(3,150) = 3.01</td>
<td>F(3,329) = 0.53</td>
<td></td>
</tr>
</tbody>
</table>

Within each AFQT Tertile we regress college enrolment (completion, delay, type of college) on family background and indicator variables for each income quartile. Each of the first three columns in these tables represents a different AFQT tertile. The last column groups all test score terciles in one group. Each of the first three rows corresponds to a different comparison between two income quartiles. The baseline quartile is the richest. In the column with the title 'not conditioning on ability' we compute gaps in college enrolment (completion, delay, type of college) for the whole population, without dividing it into different AFQT tertiles. Ex: The gap in college enrolment between the lowest and the highest income quartile within the highest AFQT tertile is 0.037. See Appendix A for the definition of the sample.
Fig. 5. NLSY79 White Males – Residuals of College Enrolment
We correct for the effect of schooling at test date on AFQT; College Enrollment is residualised on: south, broken home, urban, number of siblings, mother's education, father's education

headings of the table. 10 Thus panel (A) of Table 4 presents estimates of the fraction credit constrained in terms of college enrolment (as a fraction of the entire white male population) in different AFQT groups. The percent credit constrained is defined as the gap between the percentage enrolled in the highest income quartile for each ability tercile and the percentage enrolled in the other income quartiles. The constrained 'bright but poor' comprise 0.2% of the entire population and have an enrolment gap relative to the top income group of their top AFQT tercile of 3.66% (the latter figure is from Table 3). The strongest evidence for a constraint is in the lowest ability tercile. ‘Dumb rich kids’ are more likely to enroll in college than are ‘dumb poor kids’. Cumulating over all AFQT terciles, we estimate a total of 5.15% of all white males to be constrained in college enrolment.

Most of the analysis in the literature focuses on college enrolment and much less on other dimensions of college attendance such as completion, quality of school and delay of entry into college. 11 In part, this emphasis is due to reliance on CPS data which are much more reliable for studying enrolment-family income relationships than completion-family income relationships.

Using the NLSY79 data we look at other dimensions of college participation. The remaining panels of Tables 3 and 4 test for disparity and report estimates of the credit constrained for these other dimensions. When we perform a parallel analysis for college completion of four-year college, panel (B), we find no evidence of constraints and in fact overadjust college enrolment for the poor in the first and third ability

10 We delete an entry for years of delay because the gaps are not expressed in percentages and there is no natural way to estimate the percentage constrained.

11 Work in school is studied in Keane and Wolpin (2001). Delay in entry is studied in Kane (1996).
Table 4

Percentage of White Males in NLSY79 Constrained [In Box] and Breakdown by Components Into Income and Test Groups

<table>
<thead>
<tr>
<th></th>
<th>AFQT Tercile 1</th>
<th>AFQT Tercile 2</th>
<th>AFQT Tercile 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A Enrolment in College</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income Quartile 1</td>
<td>0.0116</td>
<td>0.0045</td>
<td>0.0019</td>
<td>0.0179</td>
</tr>
<tr>
<td>Income Quartile 2</td>
<td>0.0074</td>
<td>0.0046</td>
<td>0.0031</td>
<td>0.0152</td>
</tr>
<tr>
<td>Income Quartile 3</td>
<td>0.0077</td>
<td>0.0014</td>
<td>0.0093</td>
<td>0.0183</td>
</tr>
<tr>
<td>Total</td>
<td>0.0266</td>
<td>0.0105</td>
<td>0.0143</td>
<td>0.0515</td>
</tr>
<tr>
<td>Panel B Complete 4-Year College</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income Quartile 1</td>
<td>-0.0275</td>
<td>0.0039</td>
<td>-0.0020</td>
<td>-0.0256</td>
</tr>
<tr>
<td>Income Quartile 2</td>
<td>-0.0270</td>
<td>0.0057</td>
<td>0.0025</td>
<td>-0.0188</td>
</tr>
<tr>
<td>Income Quartile 3</td>
<td>-0.0169</td>
<td>-0.0073</td>
<td>0.0065</td>
<td>-0.0177</td>
</tr>
<tr>
<td>Total</td>
<td>-0.0714</td>
<td>0.0023</td>
<td>0.0070</td>
<td>-0.0621</td>
</tr>
<tr>
<td>Panel C Complete 2-Year College</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income Quartile 1</td>
<td>0.0527</td>
<td>0.0029</td>
<td>0.0030</td>
<td>0.0585</td>
</tr>
<tr>
<td>Income Quartile 2</td>
<td>0.0226</td>
<td>0.0093</td>
<td>0.0027</td>
<td>0.0347</td>
</tr>
<tr>
<td>Income Quartile 3</td>
<td>0.0086</td>
<td>-0.0079</td>
<td>-0.0038</td>
<td>-0.0031</td>
</tr>
<tr>
<td>Total</td>
<td>0.0840</td>
<td>0.0042</td>
<td>0.0019</td>
<td>0.0901</td>
</tr>
<tr>
<td>Panel D Proportion of People not Delaying College Entry</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income Quartile 1</td>
<td>0.0161</td>
<td>-0.0021</td>
<td>-0.0077</td>
<td>0.0063</td>
</tr>
<tr>
<td>Income Quartile 2</td>
<td>0.0386</td>
<td>0.0050</td>
<td>0.0061</td>
<td>0.0497</td>
</tr>
<tr>
<td>Income Quartile 3</td>
<td>0.0328</td>
<td>-0.0066</td>
<td>0.0051</td>
<td>0.0312</td>
</tr>
<tr>
<td>Total</td>
<td>0.0874</td>
<td>-0.0037</td>
<td>0.0035</td>
<td>0.0872</td>
</tr>
<tr>
<td>Panel E Enrolment in 4-Year vs. 2-Year College</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income Quartile 1</td>
<td>0.0039</td>
<td>0.0005</td>
<td>0.0057</td>
<td>0.0101</td>
</tr>
<tr>
<td>Income Quartile 2</td>
<td>0.0201</td>
<td>0.0036</td>
<td>0.0091</td>
<td>0.0328</td>
</tr>
<tr>
<td>Income Quartile 3</td>
<td>0.0238</td>
<td>-0.0040</td>
<td>0.0019</td>
<td>0.0217</td>
</tr>
<tr>
<td>Total</td>
<td>0.0478</td>
<td>0.0001</td>
<td>0.0167</td>
<td>0.0646</td>
</tr>
</tbody>
</table>

Percentage of people constrained = (gap to highest income group) x (% of people in cell)

A negative number means that the adjustment more than eliminates the gap.

Notes:
We assume that agents in the highest income quartile are not constrained (whatever AFQT tercile they are in) and estimate the percentage of people constrained in each cell using the formula at the base of the table.

Ex: The percentage of people constrained in their decision to enroll in college is 5.15% (see the number in the total cell).
The low income high AFQT group accounts for 0.2% of this number (see the number on the Income Quartile 1 AFQT Tercile 3 cell).
A negative number in this table means that the enrolment (completion, delay) gap relative to the high income group is positive.

Terciles. Figures 6 and 7 present the raw and adjusted levels of completion for four-year college. There is no evidence of short run credit constraints, panel (B). There is evidence of short run credit constraints for the ‘dumb poor’ in completing two years of college, but not for the ‘bright poor’; see panel (C). There is weak evidence in certain cells for short term credit constraints in delay of entry into college, see panel (D) but not for choice of two-year vs. four-year colleges, which is a measure of quality. Depending on the measure of college participation selected, the estimated percent constrained ranges from 0 to 9.01%. Setting statistically insignificant gaps to zero we obtain a much smaller range of values (0–7%). We obtain comparable results for other demographic groups (Carneiro and Heckman, 2003).
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Fig. 6. NLSY79 White Males – Completion of 4 Year College
We correct for the effect of schooling at test date on AFQT

Fig. 7. NLSY79 White Males – Residuals of Completion of 4 Year College
We correct for the effect of schooling at test date on AFQT Completion of 4 Year College is residualised on: south, broken home, urban, number of siblings, mother’s education, father’s education

Table 5 records our estimates of the percent constrained for each dimension of college going reported in Table 4 for all demographic groups (these are the numbers corresponding to those in the boxes in Table 4). Overall, the percent constrained ranges from 7.7% (for completion of two year college) to essentially zero percent for completion of four year college. The strongest evidence for short term credit constraints is for Hispanic males. The weakest
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evidence is for Black males for whom, on many dimensions, the effective constraint is zero. Overall, there is little evidence that short term credit constraints explain much of the gap in college participation.\textsuperscript{12} Setting statistically insignificant gaps equal to zero we get a range 0 to 1\% for white Females, no gaps for Blacks and Hispanic Females and a range of 0-5\% for Hispanic males. (These results are available on request from the author.)

It could be argued that the procedure just applied is not decisive because many of our measures of family backgound are good predictors of family income in the child's adolescent years. By assigning credit to family background we understare the role of family income. That argument assumes no independent variation in family background and family income although in our data there is considerable variation. In Carneiro and Heckman (2003), we show that family background remains a strong independent influence on the various dimensions of college participation once one controls for family income.

Some additional evidence on the unimportance of family income in the adolescent years on college enrolment is presented in Table 6 based on date from the children of NLSY Survey (BLS, 2001). There we report regression results of enrolment in college on a permanent income measure of family income over the life cycle of the child. Results are the same whether or not we adjust for family size (see Carneiro and Heckman, 2003). The total level of family resources clearly affects college enrolment (see row one) but the family income received in the adolescent years has no additional effect on college enrolment decisions (see row three). Indeed, controlling for lifetime income over the time the child is at home has only a very weak effect on college enrolment.

The evidence in the Table is consistent with the hypothesis of no short run credit constraints. Only the long run factors embodied in the child's test score and in permanent income affect college enrolment.

\textsuperscript{12} Decompositions for all demographic groups in the format of Table 4 are available on request from the authors.
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Policies that improve financing of the education of these identified subgroups will increase their human capital and may well be justified on objective cost-benefit criteria.\textsuperscript{13} For these groups, the benefits to reducing delay and promoting earlier college completion, higher college quality and graduation are likely to be substantial. But in designing policies to harvest this benefit, it is important to target the interventions toward the constrained. Broad-based policies generate dead weight. For example, Dynarski (2001) and Cameron and Heckman (1999) estimate that 93% of President Clinton’s Hope scholarship funds, that were directed towards middle class families, were given to children who would attend college even without the programme.

While targeting the identified constrained may be good policy, it is important not to lose sight of the main factors accounting for the gaps in Fig. 1. Family background factors as crystallised in ability are the first order factor explaining college attendance and completion gaps.

These differences in average ability appear at early ages and persist. Fig. 8 plots average PIAT-Math test scores by family income quartiles at different ages from a longitudinal study of young children (Children of NLSY79; see BLS 2001). These differences in average test scores by income quartile are amplified by schooling, and this difference is more pronounced between different racial groups than between different income groups (Carneiro et al., 2003.) Even conditioning on a comprehensive set of variables, including parental education, early family income

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{PIAT-Math Scores by Age by Family Income Quantiles – Children of NLSY79 (all race and gender groups)}
\end{figure}

Family Income is measured at the age of the test. For details on the PIAT-Math test see BLS (2001)

\textsuperscript{13} The potential economic loss from delay can be substantial. If \( V \) is the economic value of attending school, and schooling is delayed one year, then the costs of delay of schooling by one year are \( \frac{r}{1+r} V \) where \( r \) is the rate of return. For \( r = 0.10 \), which is not out of line with estimates in the literature, this delay is 9% of the value of lifetime schooling (roughly $20,000 in current dollars; 2000 values).
and mother’s ability does not eliminate this gap for the math test score we present here.\footnote{14} Gaps between scores of different racial and income groups on memory tests appear as early as age one. A major conclusion of the literature is that the ability that is decisive in producing schooling differentials is shaped early in life. If we are to eliminate ethnic and income differentials in schooling substantially, we must start early, and we cannot rely on tuition policy.

At the same time, it must be acknowledged that policies to foster ability are costly (Heckman, 2000; Carneiro and Heckman, 2003). The mechanisms generating ability remain to be fully explored. Policies that efficiently target the constrained are likely to pass a rigorous cost benefit test.

4. High Rate of Return to Schooling Compared to the Return on Physical Capital

Estimates of the rate of return to schooling, based on the Mincer earnings function, are often above 10% and are sometimes as high as 15%. Estimates based on instrumental variables are especially high. See, for example, the evidence surveyed by Card (1999, 2001). It is sometimes claimed that these returns are very high and therefore people are credit constrained or some other market failure is present (Krueger, 2003).

However, the cross section Mincerian rate of return to schooling does not, in general, estimate the internal rate of return to schooling. See Heckman et al. (1998) for an example where cross section rates of return are uninformative about

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textit{Regression of Enrolment in College on Permanent Income, Early Income, and Late Income: Children of NLSY}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Permanent Income</th>
<th>Early Income</th>
<th>Late Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income 0–18</td>
<td>0.0839</td>
<td>0.0747</td>
<td>0.0902</td>
</tr>
<tr>
<td>(Standard Error)</td>
<td>(0.0121)</td>
<td>(0.0184)</td>
<td>(0.0185)</td>
</tr>
<tr>
<td>Income 0–5</td>
<td>0.0158</td>
<td></td>
<td>0.0149</td>
</tr>
<tr>
<td>(Standard Error)</td>
<td>(0.0238)</td>
<td></td>
<td>(0.0261)</td>
</tr>
<tr>
<td>Income 16–18</td>
<td></td>
<td>-0.0069</td>
<td>-0.0023</td>
</tr>
<tr>
<td>(Standard Error)</td>
<td></td>
<td>(0.0177)</td>
<td>(0.0194)</td>
</tr>
<tr>
<td>PIAT-Math at Age</td>
<td>0.0077</td>
<td>0.0076</td>
<td>0.0075</td>
</tr>
<tr>
<td>(Standard Error)</td>
<td>(0.0017)</td>
<td>(0.0018)</td>
<td>(0.0018)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.1447</td>
<td>0.1404</td>
<td>0.141</td>
</tr>
<tr>
<td>(Standard Error)</td>
<td>(0.0264)</td>
<td>(0.0272)</td>
<td>(0.0268)</td>
</tr>
<tr>
<td>Observations</td>
<td>863</td>
<td>863</td>
<td>861</td>
</tr>
<tr>
<td>(R^2)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Notes: Income 0–18 is average discounted family income between the ages of 0 and 18. Income 0–5 is average discounted family income between the ages of 0 and 5. Income 16–18 is average discounted family income between the ages of 16 and 18. Income is measured in tens of thousands of 1983 dollars. We used a discount rate of 5\%. PIAT-Math is a math test score. We measure it at age 12. For details on this sample see BLS (2001).

\footnote{14} For other test scores it is possible to eliminate racial gaps at early ages. Carneiro and Heckman (2003) present a more extensive analysis of those gaps using ordinal criteria.
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the return to schooling that any person faces. Heckman et al. (2001) state the conditions under which the Mincerian rate of return will be equal to the internal rate of return to schooling. Even if these conditions are satisfied, implicit comparisons are usually made against the risk free interest rate. However this is not the relevant comparison. Carneiro, Hansen and Heckman (2001, 2003) estimate considerable uncertainty in the returns to school. Furthermore, issues of illiquidity and irreversibility of the investment may also drive the premium on human capital far above the safe interest rate (Judd, 2000). Comparisons of Mincer returns and returns to capital are intrinsically uninformative about the existence of credit constraints or the need for intervention in human capital markets.

5. Are Rates of Return to Schooling Higher for Persons from Low Income Families?

If low income families are credit constrained, then at the margin the returns to schooling for their children should be higher since they are investing less than the efficient amount (assuming equal technology of human capital investment across families). We have already established that if choices are made at the quality margin, the estimated Mincer return may be lower for constrained persons, unless adjustments for quality are made. The empirical literature, which does not adjust for quality, finds that returns to school are higher for high ability people than for low ability people. See for example Meghir and Palme (1999), Cawley et al. (2000), Taber (2001) or the evidence in Carneiro and Heckman (2003). Family income and child ability are positively correlated so one would expect higher returns to schooling for children of high income families just for this reason. Altonji and Dunn (1996) find in their preferred empirical specification that the returns to schooling are higher for children of more educated families than for children of less educated families. There is no evidence that rates of return to schooling are higher for children from low income families than for children from high income families.15

6. Additional Evidence from the Literature

Cameron and Heckman (1998) analyse the determinants of grade by grade schooling attainment for cohorts of American males born between 1908 and 1964. Consistent with the notion that family income and family background factors reflect long-run and not short-term influences on schooling attainment, they find

15 The take-up rate on Pell Grants and Perkins Loans targeted towards students from low income families is low (Orfield, 1992). Many people eligible for support do not claim it. Binding borrowing constraints are not a plausible explanation for the lack of utilisation of these potential resources. Kane (1999) suggests that nonmonetary costs of applying for financial aid may be high especially for low income people because the application process is complex. He argues that decreasing these costs may be a more promising avenue for relaxing financing constraints for low income people than expanding existing programmes. He provides no evidence on this conjecture. An alternative explanation consistent with our evidence, reported in Carneiro and Heckman (2003), is that many eligible persons perceive that even with a substantial tuition subsidy, the returns to college education for them are too low to pay for the foregone earnings required to attend school. Risk aversion due to the uncertainty of income flows may also reduce the returns relative to the benefits.
income and family background factors are powerful determinants of schooling completion from elementary school to graduate school. An appeal to borrowing constraints operating in the college years is not required to explain the relationship between family income and college attendance decisions and the stability of the relationship over long periods of time.

Cameron and Taber (2001) examine the importance of borrowing constraints in a model that incorporates the insight that both schooling choices and returns to schooling will be influenced by borrowing constraints. Using a variety of methods, they find no evidence that borrowing constraints play a role in explaining the years of schooling attained of recent cohorts of American youth. Keane and Wolpin (2001) estimate a more explicit sequential dynamic model and reach the same conclusion. Students are estimated to be short-run constrained but alleviate the constraints through working. Relaxing the budget constraint barely budges schooling decisions but affects work while in school. Neither study looks at delay or quality effects which we have found to be quantitatively important (Carneiro and Heckman, 2003; Kane, 1996). Stanley (1999) studies the impact of the G.I. Bill on college-going decisions of Korean War Veterans. Consistent with our story, he finds that most college subsidies were used by veterans from families in the top half of the socioeconomic distribution. When she studies the effects of the HOPE programme in Georgia, Dynarski (2000) finds that it benefits mostly middle and higher income students. However the elasticity of enrolment to tuition subsidies in this sample is as high as anywhere else in the literature: middle and higher income people do not seem to respond less elastically to education subsidies than lower income people. This is consistent with the evidence from Cameron and Heckman presented in Section 3. Shea (2000) estimates the effect of a measure of parental income on schooling using the Panel Survey of Income Dynamics (see Hill, 1992, for a description of this dataset). Controlling for parental background variables, he finds an effect of his measure of family income on schooling, controlling for ability. However, using instrumental variables he estimates that there is no effect of his measure of family income on schooling attainment and he interprets this result as evidence of no credit constraints.16

7. Conclusion

In this paper we examine arguments about the strength of credit constraints in schooling that are made in the literature. We evaluate the available evidence and present new evidence using American data.

---

16 Shea splits his sample into children of educated and uneducated parents. He finds an effect of his measure of income on the schooling attainment of the children of the latter. Krueger (2003) interprets this as evidence in support of short term credit constraints. However Shea's measure of income is an average income over every year the family is sampled irrespective of the age of the child. It is a long run measure of permanent income for some families for which data are available over the life cycle of the family and the child and a short run measure when the sampling process starts in the child's adolescent years. Thus Shea's estimated income effect combines short run and long run effects in an uninterpretable fashion and is thus uninformative on the issue of the empirical importance of short run credit constraints.
Some of the evidence in the literature is uninformative on this question. The leading example is the IV-OLS evidence discussed in Section 2. The literature on price effects and tuition subsidies in general is also not very informative on this question since it does not separate price effects from borrowing constraints.

The observed correlation between family income and college attendance can be interpreted as arising in two different ways: from short run credit constraints or from long run family effects. The latter are quantitatively more important, even though we identify a group of people (at most 8% of the population) who seem to be facing short run credit constraints. The first order factors accounting for the gaps in Fig. 1 are long term factors that cannot be offset by tuition policy or supplements to family income in the adolescent years of prospective students.

All of our empirical analysis is for contemporary American society where a substantial edifice of financial aid to support post-secondary education is in place. Our assessment of the limited role of short run credit constraints in explaining American educational gaps is, no doubt, in part due to the successful operation of these policies that were designed to eliminate such constraints. Substantial reductions in the generosity of educational benefits would undoubtedly affect participation in college although they would operate primarily through price effects. However, the evidence in Blossfeld and Shavit (1993), Cameron and Heckman (1998) and Cossa (2000) suggests the universal first order importance of long-term family influences on educational attainment. Gaps in educational attainment related to family background arise in many different environments including those with free tuition and no restrictions on college entry. This evidence points to the powerful role of the long-term factors that we have emphasised in this paper.
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Appendix

Table 1 uses a sample of white males from NLSY79. Distance to four-year colleges, tuition and local labour market variables are computed using the county of residence at age 17. When it is not possible to get the county of residence at age 17 for a given person we use the county of residence at 14. For details of the construction of these variables see Carneiro, Heckman and Vylacil (2001) and Carneiro, Hansen and Heckman (2001a). AFQT is corrected by the following procedure: first group people by completed schooling (dropout, high school graduate, GED, some two-year college, two-year degree, some four-year college, four-year degree); then within completed schooling group regress raw AFQT scores on schooling at test date. Corrected AFQT is the intercept plus the residual of the regression. See Hansen, Heckman and Mullen (2003). This adjustment does not affect the estimates based on the unadjusted test scores.

Tables 3 and 4 and Figures 4–7 are for a sample of white males in NLSY79. We require everyone to have a valid family income observation at 17 or in 1979 and also a valid AFQT observation. In Figure 4 (and 6) we organise individuals into family income–AFQT cells and then compute the percentage of people enrolled in college (completing four-year college)
within each of these cells. Figure 5 (and 7) corresponds to a regression of college enrolment (completion of four-year college) on a set of family background variables and family income quartiles, within AFQT cells. We do this same residualisation in Table 3 (but for many more dimensions of college participation) and then estimate, within each AFQT tercile, what is the gap in (adjusted) college enrolment (completion, delay of entry, type of college) between each quartile of family income and the top quartile. This gap can be negative. The last line of each panel presents a joint F-test that all gaps are equal to zero. We equate these gaps with the proportion of people credit constrained within each family income-ability cell (assuming no one is constrained in the top income quartile). Then to get Table 4 we multiply these gaps by the percentage of the population in each cell. Panel A shows that 5.15% of the population is constrained. 1.16% of these 5.15% is in the low AFQT–low income cell.

Figure 8 is for individuals in all race and gender groups in Children of NLSY79. The same patterns hold within race-gender groups.
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