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1. INTRODUCTION

One of the key challenges to the analysis of open economy macroeconomic interactions involves the understanding of how flows in goods and services, capital and asset prices respond in a world where trade is not limited to final goods, but includes (potentially many) stages of intermediate production. That is particularly true in parts of the world deeply involved in trade in global supply chains – the phenomenon wherein a final good is produced in separate countries. Nowhere has this process of production fragmentation extended as far as in East Asia: hence, the need for an examination of the macroeconomic implications for the region.

In this chapter, I survey the various channels by which economic interactions might evolve with increasing integration. First, I assess the implications for the measurement of macroeconomic variables; in particular the real exchange rate – the relative price of traded goods and services – will become more difficult to measure. One can no longer merely apply the final good prices to deflate the nominal exchange rate; rather one would need to keep track of the value added at each stage of production – and where it took place.

Second, I assess the ramifications for the measurement of the relationship between exchange rates and trade flows, when relative prices and trade flows are properly measured.

Third, the impact of greater vertical specialization on exchange rate pass-through into traded goods prices is examined.

Fourth, I assess the evidence on business cycle synchronization. With production fragmented across economies, in principle an additional channel has been added to the other means by which shocks are propagated across economies.

Finally, I investigate the conjecture that increasing integration by
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way of global supply chains will lead to increasing motivation for policymakers to stabilize nominal exchange rates, insofar as exchange rate volatility complicates planning and production in integrated production chains.

The following conclusions stem from the survey.

First, the conventional means of measuring international competitiveness are going to be less and less adequate, as production becomes more fragmented. Relatedly, it will become less and less tenable to estimate the traditional partial equilibrium trade equations in order to obtain macro-level trade elasticities, as mis-measurement of trade flows becomes more pronounced, and appropriate deflators for real exchange rates diverge further from the typically used deflators.

Second, the increasing role of intermediate inputs will likely drive down exchange rate pass-through. This is true even if the increase is due to increasing arms-length transactions. However, to the extent that pass-through is less pronounced the greater the amount of intra-firm trade, a further decrease in exchange rate pass-through is likely to occur.

Third, business cycle correlations are rising throughout the region. The more prominent increases are often associated with the People’s Republic of China (PRC), a finding consistent with the country’s growing role in the global supply chain. Furthermore, the propagation of shocks throughout the East Asia system is consistent with the PRC driving movements in output, at least in the Republic of Korea and Taipei, China.

Finally, there is evidence that the central banks of the region are paying more heed to the Chinese currency’s value, at the high frequency (daily) and at lower frequency (monthly), with respect to rates of depreciation, as well as levels of exchange rates. Since these relationships are not structural, there is no guarantee that they will remain in place. At the same time, continued integration by way of production fragmentation should make central bankers pay extra attention to stabilizing currency values against each other.

2. THE MEASUREMENT OF THE REAL EFFECTIVE EXCHANGE RATE

The real exchange rate occupies a central role in international finance as the key relative price between home and foreign goods. In a world where trade is in final goods, and all goods are traded, the real exchange rate definition is relatively clear:

\[ q_t = s_t - p_t + p_t^* \] (8.1)
where $s$ is the log nominal exchange rate expressed in home currency units per foreign, and $p$ is the log price level for home final goods, and $p^*$ for foreign final goods. Then $q$ denotes the number of home units of final goods necessary to obtain one unit of foreign.

This simple expression can be complicated in a number of ways, depending upon whether there are nontraded goods, or whether final goods are the only goods traded. The fact that there are multiple countries should not complicate the expression terribly. Then the real exchange rate is a weighted average of the exchange rates and price levels corresponding to the various trade partners. The complication involves what weights to attribute to each bilateral real exchange rate.

The correct definition of the real exchange rate is altered when there is trade in intermediate goods. Then one can ask either of two questions. The first is whether agents have preferences over the value added originating in different countries, or preferences over final goods. This distinction is sometimes characterized as the difference between trade in tasks versus trade in goods.

Let’s consider the first approach. Then, the appropriate definition of the relative price of traded output is the relative price of value added expressed in common currency terms. In practical terms, this greatly complicates the calculation of the relative price. Now one has to keep track of where inputs come from, and measure the appropriate price deflators for the amount of value added actually incorporated into the good in a given country.

Bems and Johnson (2012) argue that the conventional real effective exchange rates incorporating prices of gross sales do not conform to any theoretically justified measure – not even one in which goods are produced without imported intermediates. In addition, the popular expedient of using consumer price indices instead of price indices of the goods traded introduces another possible difference. Of course the relevant question is whether in practice the conventional measures deviate substantially from the theoretically more correct measures.

In practice, Bems and Johnson find that in many cases the appropriate effective exchange rates do differ from the conventionally used ones. However, the differences are most pronounced for exactly those instances wherein one would expect the biggest differences – the PRC, Germany, other East Asian economies. Figures 8.1a–c depict the conventional (IMF) real effective exchange rates and the Bems–Johnson value added counterparts for the PRC, Japan and Republic of Korea (all graphed so that a rise denotes an appreciation).

Interestingly, the big differences in the real exchange rate values are not driven by the adjustment in trade weights. Rather the main factor is in the
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Figure 8.1 Real effective exchange rates (1995 = 100)
use of a value-added deflator, rather than the consumer price index (CPI). It has always been known that the use of the CPI is likely to lead to mistaken inferences regarding relative prices due to the heavy weight adduced to services and other nontraded goods in CPIs.  

For instance, over the 1995–2009 period, the Chinese effective exchange rate appreciated 11.4 percentage points more than was implied using the conventional (CPI, trade weighted) measured using log changes (Figure 8.1a). Relative to 2000, the differential is 8.8 percentage points. Had this result been known in 2005–2006, the controversy over yuan (CNY) exchange rate misalignment might have been less heated. Most of the difference is attributable not to the difference in trade weights, but rather to the difference in use of the deflator.

Japan is another case of a country deeply involved in the East Asian global supply chain. In this instance, as of 2009, the cumulative gap between the conventional and value added series, both based on year 1995, amounted to 21.7 percentage points more after taking into account intermediate goods and the correct deflator than was indicated using the conventional measure (Figure 8.1b). This result casts in a different light the increase in the trade balance in the years leading up to the global financial crisis; apparently the improvement was driven by a greater than measured yen depreciation. The Korean value added measure also shows a less pronounced appreciation than the conventional measure (Figure 8.1c).

Notice the correct deflator is not the deflator for all of gross domestic product (GDP), but for the value added component imbedded in traded goods. The two might move together, but there are no guarantees. CPIs are likely to deviate even further from the ideal deflator.

The Bems–Johnson approach focuses on value added. An alternative approach is to view trade as driven by preferences over final goods – that is, the price of the final good, but taking into account the price savings due to outsourcing of production is key. This approach is taken up by Bayoumi et al. (2013).

In this approach, one wants to take into account the costs along the entire production chain, i.e., taking into account outsourcing of production. As mentioned before, this approach makes more sense if preferences are expressed over goods, rather than value-added. Bayoumi et al. implement this alternative approach and show that the impact vis-à-vis the Bems–Johnson formulation is in several cases minor. On the other hand, in the case of the PRC, use of outsourcing means that the appreciation in the value of final goods is less than the appreciation in terms of tasks. This approach is consistent with the Thorbecke (2011) measurement of the integrated exchange rate measure for the PRC, which incorporates...
information on inputs from other East Asian countries in the production of Chinese exports.

On the other hand, for the United States (US), the difference is negligible. Finally there are intermediate cases such as Germany, where the trade-in-tasks and trade-in-goods measure deviates sometimes, and at other times, does not.7

To the extent that competitiveness is appropriately defined over the value added component of exports and imports, this issue of measurement is quantitatively important in the East Asian region.

3. ASSESSING THE IMPLICATIONS FOR TRADE FLOWS

3.1 Background

One of the reasons that one would want to measure correctly exchange rates is so that one could obtain accurate measures of competitiveness, and hence of the responsiveness of trade flows to price changes.

The typical macroeconomist’s approach is to assume that one can estimate trade elasticities in a partial equilibrium framework following the “imperfect substitutes” methodology outlined in, for instance, Goldstein and Khan (1985). That is, one can write out export and import equations (assuming log-linear functional forms, where lowercase letters denote log values of upper case):

\[
\begin{align*}
\text{ext}_t &= \delta_0 + \delta_1 q_t + \delta_2 y^{RoW}_t + \delta_3 z_t + \varepsilon_{1t} \\
\text{im}_t &= \beta_0 + \beta_1 q_t + \beta_2 y^{RoW}_t + \beta_3 z_t + \varepsilon_{2t}
\end{align*}
\]

(8.2)

(8.3)

where \( y \) is income, \( z \) is a supply (shift) variable, and \( \beta_1 < 0, \beta_2 > 0, \beta_3 > 0 \) and, \( \delta_1 > 0, \delta_2 > 0 \) and \( \delta_3 > 0 \).

Notice that exports are the residual of production over domestic consumption of exportables; similarly imports are the residual of foreign production over foreign consumption of tradables. The difference between this specification and the standard is the inclusion of the exportables supply shift variable, \( z \). In standard import and export regressions, this term is omitted, implicitly holding the export supply curve fixed; in other words, it constrains the relationship between domestic consumption of exportables and production of exportables to be constant. A bout of consumption at home that reduces the supply available for exports would induce an apparent structural break in equation (8.2) if the \( z \) term is omitted. Similarly,
omission of the rest-of-world export supply term from the import equation makes the estimated relationships susceptible to structural breaks.8

The preceding estimation procedure assumes that the export and import equations can be estimated separately. This would be most appropriate if trade was in final goods, but clearly this is a less and less tenable proposition over time. Johnson (2014) summarizes the prevailing estimates: exports of value added are equal to about 70 percent–75 percent of gross exports, down from about 85 percent in the 1970s–1980s.

The foregoing is a reduced form approach. As documented in Hillberry and Hummels (2012), estimation of such reduced form equations is typically plagued by endogeneity issues (as well as measurement error). To the extent that the relative price variable is the real exchange rate, which incorporates the nominal exchange rate, the problem is mitigated. In the typical econometric exercise, the real exchange rate is weakly exogenous for trade flows.9

In the macroeconomic literature, most attempts to deal with the issue of vertical specialization have been ad hoc in nature. In addressing US trade for instance, Chinn (2010) takes an indirect approach. He adduces the high income elasticities to production fragmentation, which in turn is increasing as tariffs are reduced, following Hummels et al. (2001), Yi (2003) and Chen et al. (2005). At this juncture it is useful to recognize that services exhibit less of this fragmentation.10

Chinn (2010) finds that the tariff factor and the square both enter with statistical significance, indicating that lower tariffs increase trade flows. However, as expected, higher energy costs, as proxied by the relative price of oil, also enter in. These findings are indirectly supportive of the view that vertical specialization is important. So too is the fact that income elasticities differ substantially for durables and nondurables, particularly on the US export side.

Clearly, the results pertaining to the US, with relatively low levels of vertical specialization in trade flows, are of some, but limited, relevance.11 Perhaps the most important instance would be the Chinese case. In their study of Chinese imports and exports, Cheung et al. (2010, 2012) follow previous studies by incorporating an ad hoc correction. This involves adding processing imports into the export equation, and exports into the processing imports equation.

Cheung et al. (2012) consider Chinese trade flows with respect to the rest-of-the-world using the Chinese version of equations (8.2) and (8.3). Then \( q \) is the real value of the RMB, and \( z_{\text{RoW}} \) replaced with \( w \) in the import equation. The variable \( w \) is a shift variable accounting for other factors that might increase import demand. Because of the PRC’s role in the global supply chain, it is assumed that a fraction of imports is intermediate
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goods and its demand is driven by export activity; hence \( w \) could include exports.\(^{12}\) Also, to account for the PRC’s role in the global supply chain, they include exports as an independent variable.\(^{13}\) Exports enter in with the expected sign (and a near unit elasticity). However, the real exchange rate retains a negative and significant coefficient.

Another way Cheung et al. (2012) address the supply chain effect is to disaggregate the trade flows. The Chinese customs agency categorizes exports and imports into those goods that are to be used for processing purposes, and those to be used as ordinary exports or imports. For instance, processing imports are usually for manufacturing finished products in the country for (re-)exporting, and these imports are usually subjected to more favorable tariff rates. In contrast, processing exports are exports that are used by the importing country for processing and assembly.

For both ordinary and processing exports, the typical result is that the value of the yuan (CNY) enters in with the right sign and statistical significance. One large difference is the fact that ordinary exports do not exhibit a statistically significant sensitivity to rest-of-world GDP (unless a post-World Trade Organization trend is included). In contrast, processing exports always exhibit income elasticities in excess of unity.

Next, they investigate whether the corresponding disaggregation yields more promising results for imports. For ordinary imports, the income elasticity is positive but not statistically significant, while the exchange rate has the wrong effect. If one includes exports (which is not well motivated for ordinary imports), the results are largely negative as well, since no economic variable enters with significance.

For processing imports, both income and the real exchange rate enter significantly, but the latter enters with the wrong sign. Including exports results in properly signed coefficients for the exchange rate and export variables. Income now enters with a negative, and significant, sign. These results demonstrate that obtaining a correctly signed price elasticity depends on accounting, however imperfectly, for imported inputs.

### 3.2 Using the “Correct” Real Exchange Rate Measure

An ideal approach would estimate a relationship between the trade flows and the real exchange rate, measured in consistent terms. As Johnson (2014) observes, there are two ways to proceed. The first is to work with a model couched in terms of value added. Another is to remain in the final goods framework, and work backward to calculate the amount of value added at various stages of production. In the absence of that data, one can
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return to the ad hoc procedure used by Cheung et al. (2010). If one estimates a relationship with imports as a function of income, real exchange rate, exports and a time trend over the 2000Q1–2009Q4 period using the conventional real exchange rate measure, one obtains an estimated (and statistically significant) import elasticity of 1.5; that is, an appreciation of the CNY induces a decrease in imports, even after controlling (imperfectly) for the export motivation. Using the Bems–Johnson real exchange rate measure the point estimate drops to 0.6, and is no longer statistically significant.

In the case of the PRC, the use of a value added real exchange rate helps to eliminate a strongly perverse finding. This suggests that, contrary to some findings (including Cheung et al., 2010, 2012), trade flows (even mismeasured) do respond to real exchange rate changes.

Whether in fact the true underlying trade elasticities have changed is a separate matter that cannot be determined from these data. With exchange rate changes operating only on value added, rather than on gross sales, it is tempting to conclude that the measured impact on trade flows will be less. The canonical example is the case wherein imported inputs are used to produce an exported good. In that case, an exchange rate depreciation raises the price of export (for simplicity one-for-one), but also increases the price of the imported input (for simplicity, one-for-one again). Then the exchange rate depreciation only affects the relative price of the value added. The true impact (on value added) should be unchanged, but will appear to be smaller over time as vertical specialization proceeds, holding all else constant. Thorbecke and Smith (2010) and Thorbecke (2011) estimate the impact of exchange rate changes on gross trade flows, taking into account intermediate trade flows.

What about evaluating bilateral trade elasticities? Here, the analysis becomes more complicated, as one cannot simply examine the bilateral trade, activity and price variables. The response of one country’s exports to a change in the nominal exchange rate will have different effects if, for instance, three countries are involved in production sharing. If the CNY appreciates against a currency of a country from which it imports intermediate goods to be used in exports to the US, the gross price of Chinese goods exported to the US will likely fall even if the bilateral dollar–yuan rate has not changed. This will then have an impact on demand for Chinese value added, even if the original shock did not involve a change in Chinese value added.
4. EXCHANGE RATE PASS-THROUGH

4.1 Background

Exchange rate pass-through is the relationship between trade prices (or consumer prices) and exchange rates. Increased vertical specialization is likely to reduce pass-through, according to various models, although the effect is likely to be difficult to detect in the welter of other effects.

The standard approach to explaining exchange rate pass-through (e.g., Hooper and Mann, 1989) appeals to imperfect competition, but without explicit micro-foundations. Let \( p^*_x \) be the price of exports from the foreign \((*)\) country, denominated in foreign currency; and \( C^* \) be the marginal cost of production (also in foreign currency terms).

\[
P^*_x = \mu C^*
\]

where \( \mu \) is the cost-markup. The US import price \((PM_i)\) is obtained by multiplying through by the exchange rate \((E_i\) in currency \(i\)/foreign currency unit, e.g., Korean won/US$):

\[
PM_i = E(PX^*_i) = E\mu C^*
\]

Where the markup, \( \mu \), depends on the degree of substitutability between US and imported goods, and capacity utilization in the foreign country, as in:

\[
\mu = \left( \frac{P}{C^*E} \right) ^{\alpha} (CU^*)^{\beta}
\]

where \( P_i \) is the average local price level in local currency of the good in question. Solving, and taking logs yields:

\[
\log(pm_i) = (1 - \alpha)e + \alpha p^i + (1 - \alpha)c^* + \beta cu^*
\]

Note that \( \delta pm/\delta e \equiv (1 - \alpha) \equiv \text{exchange rate pass-through} \) (where \( \delta \) denotes partial derivative).

Further observe that the expression has implications for foreign firms’ (log) markup:

\[
\log(pm^i) - e - c^* = \alpha(p^i - e - c^* ) + \beta cu^*
\]

so that the log markup or profit margin on sales to the US is a function of gap between the US price and foreign cost. When \( \alpha \) is near unity (or
pass-through is low) then a rise in $e$ causes a decline in foreign profit margins.\textsuperscript{17}

Note three limitations. First, the exposition above relies upon all value added originating in a given country. Second, most of the studies of exchange rate pass-through have focused on industrialized countries. Third, these studies focused on macroeconomic determinants (most importantly, inflation). Within this literature, the evidence in the years before the financial crisis documented a decline in industrial country exchange rate pass-through. These studies included a comprehensive analysis by the Federal Reserve of US import prices (Marazzi et al., 2005), and industrial countries generally (Sekine, 2006). Bailliu and Fujii (2004) attribute the drop to the decline in trend inflation.

The development of open economy, New Keynesian models has focused attention on the relationship between exchange rate pass-through and whether pricing is undertaken in producer currency or local currency. Local currency pricing is consistent with incomplete pass-through into import prices. The fact that export price pass-through is also less than complete suggests to Choudhri and Hakura (2012) that there is a mixture of producer currency and local currency pricing occurring for both exports and imports.

There is, of course, an endogeneity issue. Gopinath et al. (2010) show that the selection of pricing currency depends upon the desired level of exchange rate pass-through. This is the topic of some recent analyses, which have focused on the microeconomic aspects of exchange rate pass-through. In particular, increasing vertical specialization should on average reduce exchange rate pass-through. That’s because, with imported inputs, an exchange rate change will change marginal costs, as illustrated in the example in the previous section. Hellerstein and Villas-Boas (2010) and Neiman (2010) document the fact that exchange rate pass-through varies inversely with the intensity of vertical specialization for US imports. Of the $16$ trillion of gross world trade in 2010, roughly $6.3$ trillion is intra-firm in nature, so presumably this phenomenon extends to other currencies and trade flows (UNCTAD, 2013).

4.2 Application to East Asia

Ghosh and Rajan (2007) survey the literature on exchange rate pass-through in Asia, and find a wide dispersion of estimates, ranging from relatively high for developing Asian economies such as Thailand and Indonesia, and substantially lower for industrial Japan. The dispersion of estimates is not unexpected given the wide diversity of exchange rate regimes (and relatedly, inflation outcomes).
Choudhri and Hakura (2012) provide some recent estimates of import and export exchange rate pass-through, obtained using vector autoregressions (VARs) over the 1979–2010 period. Estimates for selected East Asian economies are presented in Figures 8.2a–b, for import and export pass-through, respectively.\(^{18}\) While the estimates for Hong Kong, China and Singapore indicate very low import pass-through coefficients, in accord with the predictions, those for Thailand and Singapore exceed the average for emerging market economies. This suggests that, for now at least, macroeconomic factors (inflation, exchange rate regime) trump micro factors.

Amiti et al. (2012) provide a microeconomic-based explanation for exchange rate pass-through to be particularly muted. They note that large exporters are often large importers. In such instances, in the presence of strategic complementarities and high market shares, exchange rate pass-through will tend to be small. To the extent that this characterization applies to East Asian firms, then one would expect the relatively low exchange rate pass-through coefficients to make sense, holding all else constant. However, with the exceptions of both Hong Kong, China and Singapore, pass-through coefficients appear fairly high, which suggests that other macroeconomic factors that have been determined to be important (inflation, exchange rate regime) trump micro factors. Nonetheless, to the extent that the process of vertical specialization continues, then pass-through coefficients should decline over time.\(^{19}\)

5. SYNCHRONIZATION OF BUSINESS CYCLES

5.1 Business Cycles

During the Great Recession, output in East Asia was hit particularly hard as trade flows dropped precipitously. Several hypotheses were put forward for why trade fell so much more than output, including the drying up of trade financing, a composition effect (hard hit durables are much more procyclical than nondurables), and the importance of vertical specialization.\(^{20}\) On this point there is no complete agreement, but it at least seems to be a plausible argument that high degrees of vertical specialization will induce greater business cycle comovement.

Kose and Yi (2001) are an early expositor of the view that greater vertical specialization leads to greater business cycle synchronization. More recently Burstein et al. (2008) have argued that vertical specialization is an important determinant of synchronization. Arkolakis and Ramanarayanan (2009) show that GDP growth will become more synchronized if imperfect competition prevails.
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Figure 8.2 One quarter exchange rate pass-through for (a) emerging market imports; (b) emerging market exports

Note: ARG = Argentina, BRA = Brazil; CHL = Chile; COL = Colombia; HKG = Hong Kong, China; HUN = Hungary; JOR = Jordan; KOR = Republic of Korea; MEX = Mexico; PAK = Pakistan; PER = Peru; POL = Poland; SIN = Singapore; THA = Thailand; TUR = Turkey; ZAF = South Africa.

Source: Choudhri and Hakura (2012).
Carare and Mody (2012) have recently undertaken an empirical analysis of this hypothesis. In it, they relate volatility spillovers and the extent of vertical specialization, for a sample of 18 countries, over the 1977–2007 period. First, they estimate a factor structural VAR (Stock and Watson, 2005). The FSVAR allows for a decomposition of the variance of the shocks into domestic shocks and common international shocks that affect all countries in the same quarter. Spillovers have a specific interpretation—country-specific shocks that affect other countries after one quarter.

The degree of vertical specialization is taken from the OECD’s Measuring Globalization publication, and is the share of imported inputs in exports. They document a clear positive association between the change in growth spillovers and the change in vertical specialization over the 1995–2000 period; when the change in vertical specialization between 1995 and 2000 rises by 1 percent, the change in the share of spillovers in volatility rises by 0.92 units. The bivariate relationship between vertical specialization and spillovers is stronger than that between trade intensity and spillovers (the partial effect is not discernable due to multicollinearity).

One drawback of this approach is that the link is between vertical specialization in the form of imports used for overall exports, and overall sensitivity to spillovers from the rest of the world. That is, there is no direct relationship between bilateral vertical specialization and the spillover from a particular trading partner.21

Ng (2010) examines a sample of 30 OECD countries over the 1970–2004 period, but investigates the relationship between bilateral correlation and bilateral trade linkages. He regresses bilateral GDP correlation coefficients, derived from HP-filtered GDP, on two measures of vertical specialization—the imported input share of gross output (weighted using either exports or output). Ng controls for intra-industry trade, trade intensity, similarity in industrial structure, and financial integration (all bilateral). While the standard variables, such as trade intensity and intra-industry trade, matter, the latter loses significance when the vertical specialization measures are included; in addition, trade intensity takes on the wrong sign.

Di Giovanni and Levchenko (2012) examine a larger, more detailed dataset that encompasses 55 countries and 28 manufacturing sectors, over the 1970–1999 period. They use a decomposition of the correlation of output growth correlation into correlations between sector growth correlations. They find that for this sample, vertical linkages account for 32 percent of the impact of bilateral trade on aggregate comovement of GDP growth, a share that is consistent with previous studies such as Burstein et al. (2008).
In interpreting these results in the context of East Asia, several caveats are necessary. Ng’s sample only includes four East Asian countries: Japan, the Republic of Korea, the PRC, and Taipei, China – plus Indonesia. The di Giovanni and Levchenko study added Hong Kong, China in East Asia, and they also include Malaysia and Singapore; however, they omit the PRC. Perhaps more importantly, the vertical integration statistics apply to either before 2000, or up to 2000. In other words, most of the relationship between vertical specialization and business cycle correlation that is documented pertains to the extent of linkages in place over a decade ago.

This suggests that it might be useful to examine more recent trends in business cycle dynamics, under the presumption that the links have become stronger over time.

5.2 Recent Trends in East Asian Business Cycle Dynamics

In this section, I document the changes in business cycle dynamics over the past thirty years. In the absence of recent data on the extent of bilateral vertical specialization for all the relevant countries in the region, I limit myself to documenting the business cycle dynamics.

To this end, I examine the time series properties of real GDP in the region, utilizing quarterly data over the 1980Q1–2012Q4 period. The use of quarterly data allows for a more detailed view of business cycle dynamics. I focus on the four newly industrialized countries (NICs), of Hong Kong, China, the Republic of Korea, Singapore and Taipei, China; and the emerging Asian economies of the PRC, Indonesia, Malaysia, Philippines and Thailand. I check the correlations with Japan, the US, and, for comparison’s sake, Mexico.

In order to isolate the business cycle components, I employ several statistical techniques: a Hodrick–Prescott (HP) filter, quadratic detrending and log-differencing. The resulting bilateral correlations of HP-filtered deviations of log GDP are then calculated for the 1990Q1–1997Q4 and 1999Q1–2012Q4 periods. The change in the correlation coefficients between the two sub periods is reported in Table 8.1.

The results indicate that correlation coefficients among the East Asian countries rise, sometimes significantly. In particular, the PRC’s correlation rises with most of the East Asian countries rise, and substantially so with Singapore and Japan – the latter is important to the extent that it matches the narrative of increasing linkages between the two economies. Note the exception is Indonesia, but in this case the result is probably an artifact of the sharp and permanent drop in the trend in Indonesian GDP in 1997. This event distorts the estimated business cycle obtained using the HP filter (as well as linear detrending). In fact, once one takes out the
Table 8.1  Change in business cycle correlations, using Hodrick–Prescott detrending

<table>
<thead>
<tr>
<th>Correlation</th>
<th>PRC</th>
<th>JPN</th>
<th>KOR</th>
<th>TAP</th>
<th>HKG</th>
<th>INO</th>
<th>MAL</th>
<th>PHI</th>
<th>SIN</th>
<th>THA</th>
<th>USA</th>
<th>MEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRC</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPN</td>
<td>0.821</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KOR</td>
<td>0.088</td>
<td>0.262</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAP</td>
<td>0.409</td>
<td>0.734</td>
<td>0.046</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HKG</td>
<td>−0.003</td>
<td>0.919</td>
<td>0.048</td>
<td>0.131</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INO</td>
<td>−0.250</td>
<td>0.086</td>
<td>−0.263</td>
<td>−0.418</td>
<td>−0.131</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAL</td>
<td>0.457</td>
<td>0.393</td>
<td>0.136</td>
<td>0.456</td>
<td>0.474</td>
<td>−0.251</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHI</td>
<td>0.838</td>
<td>0.287</td>
<td>−0.126</td>
<td>0.112</td>
<td>0.118</td>
<td>−0.035</td>
<td>0.002</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIN</td>
<td>0.510</td>
<td>0.613</td>
<td>0.074</td>
<td>0.721</td>
<td>0.455</td>
<td>−0.421</td>
<td>−0.042</td>
<td>−0.047</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THA</td>
<td>0.143</td>
<td>0.265</td>
<td>−0.165</td>
<td>0.268</td>
<td>0.298</td>
<td>−0.051</td>
<td>−0.077</td>
<td>−0.069</td>
<td>−0.157</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>0.123</td>
<td>0.564</td>
<td>0.288</td>
<td>0.490</td>
<td>0.533</td>
<td>−0.313</td>
<td>0.526</td>
<td>0.650</td>
<td>0.724</td>
<td>0.227</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>MEX</td>
<td>0.779</td>
<td>0.443</td>
<td>0.807</td>
<td>0.726</td>
<td>0.767</td>
<td>0.054</td>
<td>0.515</td>
<td>0.545</td>
<td>0.777</td>
<td>0.366</td>
<td>0.711</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: PRC = People’s Republic of China; HKG = Hong Kong, China; INO = Indonesia; JPN = Japan; KOR = Republic of Korea; MEX = Mexico; MAL = Malaysia; PHI = Philippines; SIN = Singapore; TAP = Taipei, China; THA = Thailand; USA = United States.
Dark-shaded cell values are greater than 0.30, light-shaded cell values are smaller than −0.15.

Source: Author’s calculations.
Indonesian entries, the dominant impression one obtains is that business cycle correlations have risen, often substantially. The HP filter is but one way of identifying business cycles; it tends to identify smaller cyclical deviations than those obtained using quadratic detrending. If one uses quadratic detrending, once again one obtains broadly similar results (as long as one ignores the Indonesian results). The intra-East Asia correlations typically rise in the more recent period. This characterization holds regardless of whether the sample ends in 2006 or 2012.

Using non-overlapping four quarter growth rates as a measure of business cycles, one obtains results similar to those obtained using the HP filter to define business cycles. Business cycle correlations have tended to rise, as summarized in Table 8.2. The exceptions involve Indonesia, or involve very modest declines. If the later subsample is extended to 2012, then the pattern is more pronounced.

It is notable that the PRC’s correlation rises in a noticeable fashion with Japan and Republic of Korea, using this definition of the business cycle. So too do correlations between Japan and Taipei, China, as well as Singapore and Taipei, China.

Typically, researchers have examined the static correlations as a way of explaining the strength of economic interactions. An alternative is to use an econometric methodology that allows for dynamics. I use a simple non-structural VAR to characterize the dynamics relating key variables to individual economies. Ideally, one would want to model all the economies simultaneously; however, there are not enough observations to undertake such an analysis using this approach. Hence, I use a more ad hoc approach, examining each East Asian country’s dynamics separately.

In each case I estimate a two lag VAR including the US, Japan, the PRC and each respective East Asian country, using the indicated ordering. This means that I assume that all economic activity variables – in this case the HP filter defined output gaps – are endogenous, but the US business cycle is more exogenous than Japan’s, Japan’s is more exogenous than the PRC’s, and the PRC’s is more exogenous than the cycle of the individual small East Asian economy.

In order to conserve space, I present the detailed results for two of the larger economics of interest (Republic of Korea and Taipei, China), and discuss the other economies’ results in general terms. Republic of Korea and Taipei, China are two countries that account for large shares of global imports used for exports. The resulting impulse response functions (IRFs) show the response of a variable to a one standard deviation shock to a particular variable. Plus/minus one standard error bands are included
Table 8.2  Change in business cycle correlations, using non-overlapping four-quarter growth rates

<table>
<thead>
<tr>
<th>Correlation</th>
<th>PRC</th>
<th>JPN</th>
<th>KOR</th>
<th>TAP</th>
<th>HKG</th>
<th>INO</th>
<th>MAL</th>
<th>PHI</th>
<th>SIN</th>
<th>THA</th>
<th>USA</th>
<th>MEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRC</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPN</td>
<td>0.514</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KOR</td>
<td>0.465</td>
<td>−0.103</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAP</td>
<td>0.201</td>
<td>0.338</td>
<td>0.264</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HKG</td>
<td>0.721</td>
<td>0.222</td>
<td>−0.431</td>
<td>0.356</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INO</td>
<td>−0.046</td>
<td>0.579</td>
<td>−0.036</td>
<td>−0.462</td>
<td>0.289</td>
<td>−0.478</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAL</td>
<td>0.260</td>
<td>−0.074</td>
<td>0.347</td>
<td>0.276</td>
<td>0.163</td>
<td>−0.478</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHI</td>
<td>0.129</td>
<td>−0.094</td>
<td>−0.279</td>
<td>0.082</td>
<td>0.019</td>
<td>0.480</td>
<td>−0.567</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIN</td>
<td>0.215</td>
<td>0.060</td>
<td>−0.071</td>
<td>1.073</td>
<td>0.542</td>
<td>−0.138</td>
<td>0.302</td>
<td>0.139</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THA</td>
<td>0.199</td>
<td>−0.003</td>
<td>−0.525</td>
<td>0.318</td>
<td>0.149</td>
<td>−0.121</td>
<td>−0.378</td>
<td>0.048</td>
<td>0.229</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>−0.531</td>
<td>−0.019</td>
<td>0.324</td>
<td>0.775</td>
<td>0.426</td>
<td>−0.095</td>
<td>0.091</td>
<td>0.132</td>
<td>−0.007</td>
<td>0.011</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>MEX</td>
<td>−0.455</td>
<td>0.433</td>
<td>0.444</td>
<td>−0.008</td>
<td>0.177</td>
<td>−0.729</td>
<td>−0.281</td>
<td>−0.271</td>
<td>0.153</td>
<td>−0.008</td>
<td>0.008</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: PRC = People’s Republic of China; HKG = Hong Kong, China; INO = Indonesia; JPN = Japan; KOR = Republic of Korea; MEX = Mexico; MAL = Malaysia; PHI = Philippines; SIN = Singapore; TAP = Taipei, China; THA = Thailand; USA = United States.

Dark-shaded cell values are greater than 0.30, light-shaded cell values are smaller than −0.15.

Source:  Author’s calculations.
to illustrate the degree of statistical precision – or lack of – in each set of estimates.

In Figure 8.3a, the graph in the first row of the first column denotes the response of the US GDP output gap to a shock to the US output gap, over time, during the 1981Q1–1997Q4 period. The hump shaped pattern indicates that after an initial positive impact, the response increases before decaying toward zero. The impulse response is statistically significant. The second figure in the first column shows the response of the Japanese output gap to the US output gap shock. As in the third and fourth figures (the Chinese and Korean output gaps), the output gap does not respond with statistical significance to US output shocks.

The second column shows the impulse response functions for shocks to the Japanese output gap, while the third and fourth show the corresponding functions for Chinese and Korean output gaps. One general characteristic of these figures is that only the impulse response functions in the diagonal elements display much statistical significance.

These results can be interpreted as indicating that whatever macroeconomic business cycle links there are between the US, Japan, the PRC and the Republic of Korea they are not typically easy to detect in the pre-1997 sample.

For the 1999Q1–2007Q4 period (Figure 8.3b), the IRFs provide a substantially different story. The Japanese output gap responds to the US output gap, as does the Korean. Now, Japanese and Korean output gaps respond to the Chinese output gap (borderline significance). In other words, the PRC’s business cycle has a noticeable impact on two other economies with which the vertical specialization links are particularly strong.

Given the strongly synchronized downturn in trade flows and economic activity in 2008–2009, attributed by some to increasing vertical specialization, my prior was that extending the sample to incorporate the global recession would have strengthened these results. Surprisingly, the aforementioned effects largely disappear when the sample is extended up to 2012Q4 (results not shown). One interpretation of this phenomenon is that the effect of the vertical specialization linkages have been obscured by the divergence in macro policies, with Chinese GDP delinking from the rest of the global supply chain. The alternative view would allow that the measurement of the business cycle (i.e., output gap) has become much more problematic at the end of the sample period.

Next I consider Taipei, China. In the early period (Figure 8.4a), there are rarely any significant effects detected – most economies’ output gaps appear to be affected by their own lagged output gaps. In this respect, the
Note: VAR = vector autoregression.

Source: Author’s calculations.

Figure 8.3a Impulse response functions for Republic of Korea VAR, 1981Q1–1997Q4
Note: VAR = vector autoregression.

Source: Author’s calculations.

Figure 8.3b  Impulse response functions for Republic of Korea VAR, 1999Q1–2007Q4
Note: VAR = vector autoregression.

Source: Author’s calculations.

Figure 8.4a  Impulse response functions for Taipei, China VAR, 1981Q1–1997Q4
Figure 8.4b  Impulse response functions for Taipei, China VAR, 1999Q1–2007Q4

Note:  VAR = vector autoregression.

Source:  Author’s calculations.
findings are similar to those obtained for Republic of Korea. In the more recent 1999Q1–2007Q4 period, both Japanese and Taipei,China output gaps respond to the US output gap shock.

In contrast to the results for the earlier period, in the latter period (Figure 8.4b), Taipei,China output responds positively to Chinese output, and with statistical significance at the 3–4 quarter horizon. The US appears to respond to the PRC, even though it is treated as more exogenous than the PRC; however the results are borderline significant. Once again, these results largely disappear once one extends the latter sample to 2012Q4.

A similar pattern of contrasting results holds for Singapore, Thailand and Malaysia. In the early period, most output gaps are largely explained by lagged own-economy output gaps. In the latter period, the output gaps respond to the PRC’s output gap, with borderline statistical significance (after accounting for US and Japan effects). The enhanced sensitivity of these countries’ business cycles to the PRC’s is also detected in alternative global models (Bussiere et al., 2012).

On the other hand, Indonesia and the Philippines do not exhibit any substantial change in IRFs, particularly of own output gap to the Chinese output gap, moving from the early period to the later. It is conceivable that other factors obscure the relationship. For instance, Indonesia’s intermediate exports to PRC are substantial, but involve mostly energy exports. The Philippines experienced numerous political shocks during the 1980s and 1990s.

In sum, during this period when arguably global supply chains have become increasingly important, business cycle correlations have risen, and risen in a fashion mostly consistent with the pattern of linkages. Moreover, using an HP-filtered measure of the business cycle, it appears that in the period up to the onset of the global financial crisis, the PRC’s role in determining business cycles in East Asia grew. However, that evidence is less visible in the period spanning the global recession and the subsequent recovery.

6. EXCHANGE RATE STABILIZATION AND THE CHINESE DOMINANCE THESIS

6.1 Previous Assessments

As vertical integration proceeds, it is likely that government reaction functions – in particular those of central banks – will evolve. One conjecture is that to the extent that exchange rate movements complicate
decision making within the global supply chain, one would anticipate that policymakers experience pressure to stabilize exchange rates.\textsuperscript{31}

On the other hand, it is unclear whether policymakers will want to stifle one key avenue of macroeconomic adjustment. For instance, Bems (2012) shows that increasing vertical specialization does not have unambiguous effects on the amount of exchange rate adjustment necessary to effect a given change in trade inflows. That’s because accounting for intermediates means that countries are more closed than conventionally understood; but accounting for domestic intermediates means that economies are more open as services (which are typically thought of as untraded) are incorporated in exports.

Nonetheless, the conventional wisdom holds that policymakers will welcome more stable exchange rates when there is much production sharing. If they are to stabilize against each other, which currency will they stabilize against? There are several candidates –historically, the US dollar is the obvious candidate, due to its use as a financing and invoicing currency. But with the PRC’s outsize role in trade transactions (and supply chains), it seems reasonable to ask whether the regional central banks will coordinate to an ever greater extent on the Chinese yuan, much as European countries anchored their currencies to the Deutsche mark some thirty years ago.

This hypothesis gains even more plausibility as Chinese authorities embark on a project to internationalize the renminbi (RMB). The measures include allowing for RMB swaps, and encouraging invoicing in CNY.\textsuperscript{32}

Figures 8.5 and 8.6 show the evolution of the regional currencies, including the Chinese yuan (CNY), expressed in terms of IMF Special Drawing Rights (SDRs), in the wake of the reform of the Chinese exchange rate regime in July 2005, and after the financial crisis starting in July 2010. Notice that the currencies of the region appear to follow the Chinese yuan, suggesting that central banks in the region pay close attention to Chinese currency interventions.

One way of making this assessment is to examine how daily currency movements are related to movements in the major currencies – the United States dollar (USD), the euro (EUR), the Japanese yen (JPY) and the CNY (all expressed against the SDR). The regression coefficients are then interpretable as the weight ascribed to each currency in the currency basket targeted by the central bank.

\[
\Delta e_i^{USD/SDR} = \alpha_0 + \alpha_1 \Delta e_i^{USD/SDR} + \alpha_2 \Delta e_i^{CNY/SDR} + \alpha_3 \Delta e_i^{EUR/SDR} + \beta_4 \Delta e_i^{JPY/SDR} + \alpha_5 \Delta e_i^{GBP/SDR} + u_i
\]

(8.9)
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\[ e^{\text{sdri}} \] is the number of currency units per SDR, in logs, the \( i \) superscript denotes the specific East Asian currency of interest, and \( \Delta \) is the first difference operator.

For instance, if \( \alpha_i = 1 \) for \( i = \text{KRW} \) (Korean won), then the interpretation would be that the Bank of Korea targeted the US dollar.

Huang et al. (2013) examine daily data from January 1999 to July 2005, and July 2005 to June 2013, for the Hong Kong dollar (HKD), Indian rupee (INR), Indonesian rupiah (IDR), Korean won (KRW), Malaysian ringgit (MYR), Singapore dollar (SGD), and Thai baht (THB), using equation (8.8). In all cases, the weight ascribed to the USD declines going from the first sample to the second, save the SGD and THB. Moreover, the estimated weight on the CNY becomes statistically significant. Those results confirm that at high frequencies (daily), the central banks have paid much more attention to movements in the CNY than they did before July 2005.

Fratzscher and Mehl (2011) use a variant of this approach. In their study, they assess the tripolar thesis – the idea that the USD, EUR and CNY are becoming the anchors for currency management – using daily

Note: PRC = People’s Republic of China.
Source: Author’s calculations.

Figure 8.5 Log exchange rates against special drawing rights, 2005M06 = 0

Where \( e^{\text{sdri}} \) is the number of currency units per SDR, in logs, the \( i \) superscript denotes the specific East Asian currency of interest, and \( \Delta \) is the first difference operator.

For instance, if \( \alpha_i = 1 \) for \( i = \text{KRW} \) (Korean won), then the interpretation would be that the Bank of Korea targeted the US dollar.

Huang et al. (2013) examine daily data from January 1999 to July 2005, and July 2005 to June 2013, for the Hong Kong dollar (HKD), Indian rupee (INR), Indonesian rupiah (IDR), Korean won (KRW), Malaysian ringgit (MYR), Singapore dollar (SGD), and Thai baht (THB), using equation (8.8). In all cases, the weight ascribed to the USD declines going from the first sample to the second, save the SGD and THB. Moreover, the estimated weight on the CNY becomes statistically significant. Those results confirm that at high frequencies (daily), the central banks have paid much more attention to movements in the CNY than they did before July 2005.

Fratzscher and Mehl (2011) use a variant of this approach. In their study, they assess the tripolar thesis – the idea that the USD, EUR and CNY are becoming the anchors for currency management – using daily
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They undertake two types of analyses; the first is an unconditional factor analysis, and the second, an extension of the first, augmented with policy announcements.

In the unconditional analysis, the authors regress changes in the exchange rates against the SDR on a US, euro area and regional factor, and other conditioning variables. The US factor (the US dollar–SDR exchange rate) is taken as exogenous, the euro factor is the residual from the regression of the euro exchange rate on the dollar rate, and the regional factor is a GDP-weighted average of the regional currencies (excluding the CNY), orthogonalized by taking the residuals from a regression on the dollar and euro rates.33

Fratzscher and Mehl find that the regional factor is increasing in importance over time. The US factor is dominant both pre- and post-reform (July 2005). The results for emerging Asia are reported in Figure 8.7. For the currencies of that region, the coefficient on the US factor is 0.74 and 0.60, respectively. This means that after July 2005, a depreciation of 10 percent in the US dollar induces a depreciation of 6 percent in a currency. The Asian regional factor coefficient increases from 0.19 to 0.25.

Note: PRC = People’s Republic of China.

Source: Author’s calculations.

Figure 8.6  Log exchange rates against special drawing rights, 2010M06 = 0

Data on nearly fifty exchange rates over the 1996 to 2011 period. They
The interesting question is whether the CNY drives the regional factor. Using Granger causality tests, the authors find that pre-2005, one typically cannot reject the hypothesis that the CNY does not Granger-cause the regional factor; post-2005, one rejects the null. In addition, replacing the regional factor with the CNY rate yields similar results.

Fratzscher and Mehl then extend the analysis to include dummy variables for Chinese statements regarding increased flexibility or reserve diversification. The general pattern of factor loading estimates remains intact, while Chinese official announcements have a greater impact in the latter period.34

6.2 Longer Term Trends and Exchange Rate Adjustment

The preceding section outlined approaches that examined the behavior of exchange rates at high (daily) frequency. However, for macroeconomic interactions, one needs to know how the exchange rates behave over the longer term – monthly and quarterly. Not only are changes of interest, so too are levels.

In this section I attempt to redress this deficiency by examining how East Asian exchange rates have been managed in response to major currencies.
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\[ \Delta e_{SDR}^i = \beta_0 + \beta_1 e_{SDR}^i + \beta_2 e_{USD}^i + \beta_3 e_{CNY}^i + \beta_4 e_{JPY}^i + \beta_5 F_{i-1} + \beta_6 \Delta e_{SDR}^i + \beta_7 \Delta e_{USD}^i + \beta_8 \Delta e_{CNY}^i + \beta_9 \Delta e_{JPY}^i + \beta_{10} \Delta F_i + u_i \] (8.10)

where \( F \) is the financial stress index for the US.

This specification is an error correction model, which allows for a long run cointegrating relationship between the log levels of the six exchange rates against the SDR. The long run cointegrating relationship is given by the expression \(-\beta_1/\beta_1\), while \( \beta_1 \) is an estimate of the rate of reversion to long run equilibrium. Note the inclusion of the contemporaneous first difference of the financial stress index is consistent with weak exogeneity of US financial stress.\(^{35}\)

I estimate the specification in equation (8.10) over two samples, 1999M01 to 2005M06, and 2005M07 to 2013M04, and examine the evolution of weights attached to the USD and the CNY going between the two subsamples.\(^{36}\) This break matches with the reform in the Chinese exchange rate regime. I do not include the HK\$ (since at this frequency it is collinear with the USD), but add in the currency for Taipei, China (NT\$).

Note that the estimation of the error correction specifications is appropriate if the series are cointegrated. While the series do not appear to be cointegrated over the entire 1999M01–2013M04 period, they do appear cointegrated over the subsamples, thus validating the estimation procedure implemented.

Table 8.3 reports the results of estimating equation (8.10); the top half presents results pertaining to the early subsample, before the reform of the Chinese exchange rate regime. The bottom half applies to the later subsample.

Because the CNY is effectively pegged to the USD during the early period, it is not possible to identify a separate CNY effect. Hence, the only currencies included in the estimation in the early period are the USD and JPY. Nonetheless, it is still surprisingly difficult to identify a long run relationship between the currency values in the early sub-period. By and large the proportion of variation explained is nil, while there is some slight evidence of mean reversion, as evidenced by negative estimated \( \beta_1 \) coefficients. Because the fit is so poor, there is only weak evidence of a long run relationship between the various currencies and the USD and JPY (denoted by the US(LR) and JP(LR) entries).

In the bottom half of Table 8.3, the results suggest a much better fit. In all cases, there is evidence of reversion to long run relationships between
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Table 8.3 Coefficients from error correction model

<table>
<thead>
<tr>
<th></th>
<th>KRW</th>
<th>SGD</th>
<th>NTD</th>
<th>IDR</th>
<th>MYR</th>
<th>THB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period: 1999M01–2005M06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B₁</td>
<td>0.117†</td>
<td>-0.110</td>
<td>0.141†</td>
<td>-0.105†</td>
<td>-9.593</td>
<td>-0.054</td>
</tr>
<tr>
<td></td>
<td>(0.075)</td>
<td>(0.095)</td>
<td>(0.075)</td>
<td>(0.069)</td>
<td>(9.703)</td>
<td>(0.064)</td>
</tr>
<tr>
<td>US</td>
<td>0.055</td>
<td>0.036</td>
<td>-0.173**</td>
<td>0.129†</td>
<td>9.557</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.052)</td>
<td>(0.069)</td>
<td>(0.082)</td>
<td>(9.705)</td>
<td>(0.035)</td>
</tr>
<tr>
<td>JP</td>
<td>0.045</td>
<td>0.040</td>
<td>-0.038</td>
<td>-0.112</td>
<td>0.052**</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.031)</td>
<td>(0.064)</td>
<td>(0.132)</td>
<td>(0.024)</td>
<td>(0.065)</td>
</tr>
<tr>
<td>Adj R²</td>
<td>0.03</td>
<td>0.02</td>
<td>0.14</td>
<td>0.02</td>
<td>0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>US(LR)</td>
<td>-0.47</td>
<td>na</td>
<td>na</td>
<td>1.23</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>JP(LR)</td>
<td>0.38</td>
<td>na</td>
<td>na</td>
<td>-1.07</td>
<td>na</td>
<td>na</td>
</tr>
</tbody>
</table>

Period: 2005M07–2013M04

<table>
<thead>
<tr>
<th></th>
<th>KRW</th>
<th>SGD</th>
<th>NTD</th>
<th>IDR</th>
<th>MYR</th>
<th>THB</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₁</td>
<td>-0.160***</td>
<td>-0.167**</td>
<td>-0.156**</td>
<td>-0.212***</td>
<td>-0.204**</td>
<td>-0.151***</td>
</tr>
<tr>
<td></td>
<td>(0.063)</td>
<td>(0.074)</td>
<td>(0.064)</td>
<td>(0.064)</td>
<td>(0.081)</td>
<td>(0.053)</td>
</tr>
<tr>
<td>CN</td>
<td>-0.019</td>
<td>0.176*</td>
<td>0.029</td>
<td>-0.099</td>
<td>0.144*</td>
<td>0.171**</td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td>(0.091)</td>
<td>(0.048)</td>
<td>(0.099)</td>
<td>(0.082)</td>
<td>(0.083)</td>
</tr>
<tr>
<td>US</td>
<td>0.247**</td>
<td>-0.092**</td>
<td>0.016</td>
<td>-0.018</td>
<td>-0.025</td>
<td>-0.046</td>
</tr>
<tr>
<td></td>
<td>(0.108)</td>
<td>(0.045)</td>
<td>(0.058)</td>
<td>(0.109)</td>
<td>(0.043)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>JP</td>
<td>-0.051</td>
<td>-0.005</td>
<td>0.032†</td>
<td>0.025</td>
<td>-0.009</td>
<td>-0.023</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(0.029)</td>
<td>(0.024)</td>
<td>(0.046)</td>
<td>(0.027)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Adj R²</td>
<td>0.55</td>
<td>0.15</td>
<td>0.3</td>
<td>0.32</td>
<td>0.07</td>
<td>0.04</td>
</tr>
<tr>
<td>CN(LR)</td>
<td>-1.19</td>
<td>1.05</td>
<td>0.19</td>
<td>-0.47</td>
<td>0.71</td>
<td>1.13</td>
</tr>
<tr>
<td>US(LR)</td>
<td>1.54</td>
<td>-0.55</td>
<td>0.10</td>
<td>-0.08</td>
<td>0.12</td>
<td>-0.30</td>
</tr>
<tr>
<td>JP(LR)</td>
<td>-0.32</td>
<td>0.03</td>
<td>0.21</td>
<td>-0.12</td>
<td>-0.04</td>
<td>-0.15</td>
</tr>
</tbody>
</table>

Notes:
IDR = Indonesian rupiah; KRW = Korean won; MYR = Malaysian ringgit; NTD = New Taiwan dollars; SGD = Singapore dollar; THB = Thai baht.
na = not available; significant at † 20%; * 10%; ** 5%; *** 1%.
Coefficient estimates from equation (8.9). $B₁$ is coefficient on lagged level of dependent variable. $CN$, $US$, and $JP$ are coefficients on respective currency values. $CN(\text{LR})$, $US(\text{LR})$, and $JP(\text{LR})$ are implied long run elasticities. Bold face entries indicate that both the long run and reversion coefficient used to calculate the long run elasticities are statistically significant at the 10% marginal significance level.

Source: Author’s calculations.

the individual currencies and the CNY, USD and JPY. For instance, the estimated $\beta_1$ ranges between 0.16 and 0.21. This means the half-life of a deviation of the exchange rate from the long run relationship ranges from 3 to 4 months, ignoring short run dynamics.

For the cases where the coefficients are statistically significant, the CNY has taken on a more important role. For the SGD, the MYR and
the THB, the Chinese currency is the dominant factor, as measured by the long run coefficient. In the case of the NTD, no currency seems to have an important impact; however, a slight variation in the specification (assuming US financial stress is not weakly exogenous with respect to the Taipei, China currency) leads to a significant role for the Chinese currency. One interesting counterexample is the KRW; in this case, the USD remains the most important factor. This is somewhat surprising, given the strong economic links to Japan and the PRC. However, this outcome is consistent with results for daily data given in Huang et al. (2013).

Bringing together the results from other studies and the preceding empirical exercise, it appears fairly clear that more currencies are becoming anchored to the CNY, particularly since the reform of the Chinese exchange rate regime in 2005. Why this phenomenon is occurring cannot be determined within the context of these empirical studies, but one of the reasons is likely because in the context of an integrated supply chain, large exchange rate movements are unwelcome. With a lot of production costs located in the PRC, it makes sense that the Chinese currency would serve as one of the nominal anchors for the region’s currencies.

7. CONCLUSION

The increasing importance of global supply chains in East Asia has sparked substantial research tracing out the microeconomic and trade implications. The macroeconomics profession has been a relative late-comer to examining the implications for the transmission of price and output effects. Moreover, the ramifications for how policy reaction functions will evolve in response to the changing nature of trade linkages have only been touched upon. This survey suggests several conclusions.

First, the conventional means of measuring international competitiveness are going to be less and less adequate, as production becomes more fragmented. Relatedly, it will become less and less tenable to estimate the traditional partial equilibrium trade equations in order to obtain macro-level trade elasticities, as mis-measurement of trade flows becomes more pronounced, and appropriate deflators for real exchange rates diverge further from the typically used deflators.

Second, the increasing role of vertical specialization will likely drive down exchange rate pass-through. This is true even if the increase is due to increasing arms-length transactions. However, to the extent that pass-through is less pronounced the greater the amount of intra-firm trade, a decrease in exchange rate pass-through is likely to occur.

Third, business cycle correlations are rising throughout the region. The
more prominent increases are often associated with the PRC, a finding consistent with the country’s growing role in the global supply chain. Furthermore, the propagation of shocks throughout the East Asia system is consistent with the PRC driving movements in output, at least in the Republic of Korea and Taipei, China.

Finally, there is evidence that the central banks of the region are paying more heed to the Chinese currency’s value. This is true at the high frequency (daily) and at lower frequency (monthly); it is true with respect to rates of depreciation, as well as levels of currency values. Since these relationships are not structural, there is no guarantee that they will remain in place. At the same time, continued integration by way of production fragmentation should make central bankers pay extra heed to stabilizing currency values against each other.

NOTES

* Paper prepared for the ADB Conference on Global Supply Chains and Trade in Value Added. I thank David Hummels for very helpful comments. All remaining errors remain solely my responsibility.

1. Data sources for each section are listed in Appendix 8A.1.

2. See Chinn (2006) for a discussion of the various different concepts of the real exchange rate. In general, intermediates are not directly accounted for.

3. The conventional approach uses trade weights for traded goods, assuming goods are differentiated by location.

4. There is a tradeoff between the use of the theoretically correct measures and the conventional ones. The former requires detailed data on trade flows and from input–output tables. Substantial measurement error is likely to be introduced as a consequence of using conventional measures that use prices of final goods.

5. The sharp move in 1994 should be treated with caution, as the series is calculated using official rates. Fernald et al. (1999) document the fact that pre-1994, many transactions were taking place at a different “swap” rate.

6. This leads to the question of whether simply using GDP deflators would mitigate the problem substantially.

7. Koopman et al. (2012) approach the issue of measuring vertical specialization, defined in various ways, in a manner that nests some of the other approaches. Their approach incorporates measurement of domestic value added that is incorporated in imports used in exports.

8. The problem, of course, is obtaining good proxies for these supply terms. In some previous studies, a measure of the US capital stock has been used. Obvious candidates, such as US industrial production for US exports, exhibit too much collinearity with rest-of-world GDP to identify the supply effect precisely. That is why this supply factor has typically been identified in panel cross section analyses (Gagnon, 2003).


10. Barrell and Dées (2005) and Camarero and Tamarit (2003) address the issue of very high income elasticities by incorporating FDI into the specifications. IMF (2007) incorporates exports of intermediates in the import equation, and imports of intermediates in the export equation, to account for vertical specialization. This procedure reduces the estimated income elasticities.

11. Although even for the United States, the impact of vertical specialization is measurable;
12. One particularly difficult issue involves price deflators to use to convert nominal magnitudes into real. Until 2005, the Chinese did not report price indices for imports and exports; this limits the sample to one far too short to use in the analysis. Hence, we rely upon a variety of proxy measures, each with some drawbacks. Since the trade flows are reported in US dollars, the price measures we consider include the US producer price index for finished goods, price indices from the World Bank, and Hong Kong, China re-export unit value indices. We only report results based upon the last deflator; the remaining results are qualitatively similar to those reported, and are available upon request.

13. It could be argued that we should use processing exports instead of total exports. Substituting one for the other does not lead to any consequential changes in the results. We conjecture that this is the case because the two series share the same trajectory. See Figure 3 in Cheung et al. (2012).


15. Obviously, at a minimum, this approach would require correct measurement of bilateral trade flows. Koopman et al. (2012) show that in many instances, particularly involving East Asia, gross and value added trade balances can differ substantially.

16. This example is a modification of an example in Johnson (2014).

17. Estimates of exchange rate pass-through for industrial countries are around 0.5, according to Campa and Goldberg (2005). Long run pass-through of 50 percent implies that long-run profit margins for foreign exporting firms sustain extremely large shifts if wages are sticky in the local currency.

18. Regression-based estimates are of similar magnitudes.

19. Ito and Chinn (2013) document the rapid rise in CNY invoicing in Chinese trade. To the extent this is a largely exogenously driven process, exchange rate pass-through should be expected to decline over time, holding all else constant.

20. See Baldwin (2009) for a summary of competing views.

21. In addition, most of the sample involves OECD countries, and includes only two East Asian countries (Japan and the Republic of Korea).

22. An end-point problem arises in the context of the HP-filter, which is a two sided filter. I have implemented the standard procedure, which is to extend the sample (in this case by seven quarters) using an ARIMA (1,1,1) so the two-sided filter can be implemented up to 2012Q4. A more economically substantive problem is that the recent observations are likely to be based upon preliminary data, while data earlier in the sample are likely to have undergone repeated benchmarking revisions.

23. If one expands the latter subsample to 2012, the business cycle correlations are typically higher, attributable to the common shock associated with the global recession.

24. The fairly large change in the PRC-Philippines correlation probably reflects the end of shocks to the Philippine economy arising from political events. The PRC-Philippines correlation is actually negative in the earlier sample period.

25. Tempering the results, it is of note that the correlations also rise for Mexico and all other countries in the sample. On the other hand, most of the Mexico pre-crisis correlations were negative, or slightly positive (with Japan and United States), so that in the latter sub-period, the Mexico correlations are still modest.

26. An alternative approach would be to use a VAR incorporating more macro variables, such as interest or exchange rates, or employ a structural VAR. Given the brevity of the available subsamples, and the large number of parameters that would have to be estimated, I have opted for more parsimonious specifications. For an alternative approach, see Bussiere et al. (2012).

27. This means a standard Cholesky decomposition is used, rather than the restriction imposed by theory involving zero constraints.

The results regarding US-PRC interactions differ because the impulse response functions depend upon all the estimated parameters in the system of equations. In any case, the quantitative impacts are very similar.

For an assessment based upon imports for production, see Ahuja and Nabar (2012).

For a practitioner’s view on how exchange rate movements complicate the management of production chains, see Mahidhar (2006).


The other conditioning factors are the three-month USD Libor-US Treasury (TED) spread and the equity volatility index (VIX). These variables control for credit and liquidity risk.

Spencer (2013) takes issue with the yuan bloc thesis. He undertakes a more limited analysis, regressing exchange rates on four anchor currencies (US dollar, euro, yen, and Chinese yuan), and finds that post-2005, the dollar retains a high factor loading. There is a problem of interpretation, since the yuan is managed against the dollar, so movements adduced to the yuan might be more properly adduced to the dollar. Nonetheless, the importance of the dollar persists even after the yuan is orthogonalized against the other major currencies (although for the Korean won and the Malaysian ringgit, the yuan coefficient is larger than the corresponding dollar coefficient, so there does appear to be some evidence of a more prominent yuan bloc, even in this analysis).

The financial stress index is suppressed in the early subsample.

I suppress inclusion of the US financial stress index in the early subsample, since it does not vary much.
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APPENDIX 8A.1

Section 2

Exchange rates: VAREER and REER_INS from Bems and Johnson (2012).

Section 3

Data on exchange rates, GDP, trade flows, from Cheung et al. (2012).

Section 4


HP detrending uses default $\lambda=1600$ for quarterly data; end point problem addressed by using ARIMA(1,1,1) to project out seven quarters, before HP filter is applied. For Indonesia, the ARIMA is applied only to the 1997–2013Q1 sample.

Section 5

Exchange rates: Bilateral SDR exchange rates from the IMF, *International Financial Statistics* (end of period). Euro/dollar exchange rates are from the ECB. Data on the Taipei, China currency (NT$) is from the Bank of China.

Financial stress indices are from the IMF (personal communication).