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A B S T R A C T

This paper studies optimal uniform confidence bands for functions \( g(x, \beta_0) \), where \( \beta_0 \) is an unknown parameter vector. We provide a simple characterization of a general class of taut \( 1 - \alpha \) uniform confidence bands, allowing for both nonlinear functions and nonparametrically estimated functions. Specifically, we show that all taut bands can be obtained from projections on confidence sets for \( \beta_0 \) and we characterize the class of sets which yield taut bands. Using these results, we then present a computational method for selecting an approximately optimal confidence band for a given objective function. We illustrate the applicability of these results in numerical applications.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Uniform confidence bands for functions are useful to summarize statistical uncertainty in both parametric and nonparametric models. They allow the observer to easily assess statistical accuracy and perform various hypothesis tests about the function without access to the data. While there are many different \( 1 - \alpha \) confidence bands for the same function, so far there is little guidance in the literature on which one to choose in practice.

A uniform confidence band for a function \( g(x, \beta_0) \), where \( \beta_0 \) is an unknown parameter vector, consists of upper and lower bound functions \( \hat{g}_u(x) \) and \( \hat{g}_l(x) \), such that \( g(x, \beta_0) \) is contained in \([\hat{g}_l(x), \hat{g}_u(x)]\) for all \( x \) with probability \( 1 - \alpha \). Many different \( 1 - \alpha \) confidence bands could be reported in a given application. The choice is important because not all \( 1 - \alpha \) confidence bands are taut in the sense that it might be possible to weakly decrease the width of the interval for all \( x \) and to strictly decrease it for some \( x \) while keeping the same coverage probability (see Section 2 for a formal definition). Moreover, even two taut confidence bands for the same function can have very different shapes and properties. In this paper, we provide a simple characterization of a general class of taut \( 1 - \alpha \) confidence bands, allowing for both nonlinear functions and nonparametrically estimated functions. Specifically, we show that, under certain restrictions, all taut bands can be obtained from projections on confidence sets for \( \beta_0 \) and we characterize the class of confidence sets which yield taut bands. We provide a second characterization of taut bands in terms of inversions of suprema of weighted \( t \)-statistics.

Using our simple and constructive characterization of taut uniform confidence bands, we then present a computational method for selecting approximately optimal bands for different objective functions. Our leading example is the band which minimizes a weighted area. For this example we provide low level conditions for the selected band to be approximately optimal and asymptotically valid. The general results in the paper also apply to a variety of other objective functions, such as minimizing average marginal coverage probabilities.

As a starting point we consider confidence bands for functions of the form \( g(x, \beta_0) = p(x)^T \beta_0 \). We also assume that we have an estimator \( \hat{\beta} \) of \( \beta_0 \), where \( \hat{\beta} \sim N(\theta, \Sigma) \). Due to the normality assumption, the first set of results are exact finite sample results. We then discuss extensions of these results to asymptotic approximations using \( \sqrt{n}(\hat{\beta} - \beta_0) \overset{d}{\to} N(0, \Sigma) \). Nonlinear functions satisfying \( g(x, \beta) \approx g(x, \beta_0) + \nabla_{\beta} g(x, \beta_0) (\beta - \beta_0) \) in a neighborhood of \( \beta_0 \) and nonparametric estimators using a finite dimensional approximation \( g(x) \approx p_k(x)^T \beta_K \).

We illustrate the wide applicability of these results in two numerical applications. First, we consider a regression model with heteroskedasticity and simulated data. Second, we use data from Berry et al. (1995) and construct confidence bands for price
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elastitides implied by the estimated parameters of a structural model of demand.

**Illustrative example:** The following example illustrates that the choice of the uniform confidence band can be important. In this example $g(x, \beta) = \beta_1 + x\beta_2 + x^2\beta_3 + x^3\beta_4 + x^4\beta_5$ and $g(\hat{x}, \hat{\beta}_0) = E[Y | X = x]$. Section 4.1 explains the DGP, the estimator, and the confidence bands in detail. Fig. 1 shows the estimated function as well as two different 90% confidence bands. The dashed band is based on inversion of a standard sup t-statistic and the dotted-dashed band has a constant width for all $x$. Both of these bands are taut, have the same coverage probability, and are of the form $g(x, \hat{\beta}) \pm c(x)$. However, depending on how much importance a researcher places on different values of $x$, one might have clear preferences for one over the other. Moreover, hypothesis tests can lead to different outcomes depending on the band reported. For example, the null hypothesis that $g(x, \beta_0)$ is constant can be rejected with the sup t-statistic band, but not with the constant width band.

**Related literature:** The literature on uniform confidence bands goes back to Working and Hotelling (1929) who introduced hyperbolic bands in a simple linear regression model with normal errors. They showed that such a band can be obtained from a projection on an ellipse shaped confidence region, although this construction usually leads to conservative bands. These bands are often referred to as Scheffé bands due to his seminal work on multiple hypothesis testing (Scheffé, 1953). The width of the band based on the sup t-statistic is suitably smaller than but proportional to that of the Scheffé band and is thus also sometimes referred to as the Scheffé band. A variety of other bands, such as two or three segment bands or constant width bands, have been proposed in the literature (see Liu (2010) for an excellent overview). The first definition of taut bands we are aware of has been provided by Wynn and Bloomfield (1971), in a less general framework, who also showed in a linear regression with homoskedastic errors that all taut bands can be obtained by a projection (see also Khorasani and Milliken (1979) and Naiman (1984a) for characterization results in linear models). Our characterization of projection bands is more constructive which allows us, among others, to select (approximately) optimal bands using this result. Moreover, we start with more primitive assumptions, relate projection bands to bands obtained by t-statistic inversion, and extend the characterization to more general settings including nonlinear models.

![Fig. 1. Illustrative example.](image-url)

In this section we consider uniform confidence bands for a function $g(x, \beta_0) = p(x)\beta_0$, where $p(x) \in \mathbb{R}^d$ is a vector of transformations of a vector $x \in \mathbb{R}^d$, and we have an estimator $\hat{\beta} \sim N(\beta_0, \Sigma)$. Bands are defined over a set $X \subseteq \mathbb{R}^d$. The next section extends these results to asymptotic approximations, nonlinear functions, and nonparametric estimators.

### 2. Finite sample results

In our setting the only information in the data about $g(x, \beta_0)$ is the estimator $\hat{\beta} \sim N(\beta_0, \Sigma)$. Thus, we restrict ourselves to confidence bands of the form $[g(\hat{x}, \hat{\beta}), g(\hat{x}, \hat{\beta})]$. Furthermore, we impose a regularity condition on the bands and only consider bands in the class $C$ described in the following definition, where $\alpha \in (0, 1)$.
Definition 1. Let $c$ be the class of confidence bands of the form $[g(x, \hat{\beta}), g_d(x, \hat{\beta})]$ with
\[ P \left( g(x, \hat{\beta}) \leq \beta \right) = \alpha \]
such that the set $\{ \beta : g(x, \hat{\beta}) \leq \beta \}$ is nonempty for all $x \in X$ such that $\hat{\beta}$ is nonrandom.

All commonly used confidence bands, such as Scheffé bands, two or three segment bands, and constant width bands are in $c$. The restriction implies that the shape of $S$ is invariant to the realization of $\hat{\beta}$ and we also rule out, for example, that one randomly selects one of several valid confidence bands. Without such restrictions, one valid confidence band is $\{ \beta \in \mathbb{R} : \beta \leq \beta \in S \}$ where $S$ is nonrandom.

Interestingly, it might be possible to decrease the width of a given band in $c$ without changing the coverage probability. In particular, a band in $c$ might not be taut, which is formally defined as follows.\(^1\)

Definition 2. Let $[g(x, \hat{\beta}), g_d(x, \hat{\beta})] \in c$. The confidence band is called taut if there is no $[g(x, \hat{\beta}), g_d(x, \hat{\beta})] \in c$ such that $\{ g(x, \hat{\beta}), g_d(x, \hat{\beta}) \} \subseteq [g(x, \hat{\beta}), g_d(x, \hat{\beta})]$ for all $x \in X$ and all $\beta \in \mathbb{R}^k$.

We provide a simple example of a slack band in $c$ at the end of Section 2.2. For the remainder of this section we also impose the following three assumptions.

Assumption 1. Let $g(x, \beta) = p(x) \beta$, where $p(x) \in \mathbb{R}^k$ is a vector of transformations of $x \in X \subseteq \mathbb{R}^d$.

Assumption 2. $\hat{\beta} \sim N(\beta_0, \Sigma)$ and $\Sigma$ is positive definite and known.

Assumption 3. $\sigma(x) \equiv \sqrt{p(x) \Sigma p(x)} > 0$ for all $x \in X$.

For the results in this section the normality assumption is not critical and we could instead assume that $\hat{\beta} \sim F$ with $E(\hat{\beta}) = \beta_0$. However, without normality the distribution of $\beta - \beta_0$ might depend on $\beta_0$ and thus the invariance assumption in Definition 1 might not be reasonable. Moreover, the extensions in Section 3 rely on asymptotic normality. In that section we also allow for an estimated covariance matrix. Finally, notice that since $\Sigma$ is assumed to be positive definite, Assumption 3 is equivalent to $p(x)$ not being the zero vector for any $x \in X$. This assumption could easily be relaxed and is mainly used to ensure that the standard sup t-statistic is well defined.

2.2. Characterization of taut confidence bands

We now characterize taut confidence bands in $c$ in two ways, namely by a projection method and by inversion of a weighted t-statistic. The following lemma describes both methods and shows validity of the bands obtained in these ways.

Lemma 1. Suppose that Assumptions 1–3 hold.

1. Let $CI(\hat{\beta}) \subseteq \mathbb{R}^k$ be such that $P(\beta_0 \in CI(\hat{\beta})) = 1 - \alpha$. For all $x \in X$ let
\[ g(x, \beta) = \inf_{\beta \in CI(\hat{\beta})} p(x) \beta \quad \text{and} \quad g_d(x, \hat{\beta}) = \sup_{\beta \in CI(\hat{\beta})} p(x) \beta. \]

Then
\[ P \left( g(x, \hat{\beta}) \leq \beta \leq g_d(x, \hat{\beta}) \right) = 1 - \alpha. \]

2. Let $u(x), u_p(x) \geq 0$ be known functions. Suppose there is a constant $c > 0$ such that
\[ P \left( \sup_{x \in X} \frac{p(x)(\beta - \hat{\beta})}{\sigma(x)} u(x) \leq c, \quad \inf_{x \in X} \frac{p(x)(\beta - \hat{\beta})}{\sigma(x)} u(x) \geq -c \right). \]

The first part of the lemma shows that a confidence band obtained by a projection on a confidence set for $\beta$ yields coverage at least $1 - \alpha$, but it might be conservative. This well known result follows from the simple observation that if $\beta_0 \in CI(\hat{\beta})$, then for all $x \in X$ $g(x, \hat{\beta}) = \inf_{\beta \in CI(\hat{\beta})} p(x) \beta \leq p(x) \beta_0$ and similarly $p(x) \beta_0 \leq g_d(x, \hat{\beta})$. The second part describes confidence bands obtained from inversions of weighted sup and inf t-statistics, which are by construction in $c$, but might not be taut. Therefore, neither the projection method nor t-statistic inversion necessarily yields taut bands in $c$. The next theorem provides a simple characterization of the confidence sets for $\beta_0$, which lead to taut bands in $c$ with the projection method. It also shows that all taut bands in $c$ can be obtained by either the projection method or by inversion of a weighted t-statistic.

Theorem 1. Suppose that Assumptions 1–3 hold.

1. A band $[g_l(x, \hat{\beta}), g_u(x, \hat{\beta})]$ is in $c$ and taut if and only if $g_u(x, \hat{\beta}) = \sup_{\beta \in CI(\hat{\beta})} p(x) \beta$ and $g_l(x, \hat{\beta}) = \inf_{\beta \in CI(\hat{\beta})} p(x) \beta$, where
\[ CI(\hat{\beta}) = \{ \beta \in \mathbb{R}^k : \inf_{x \in X} p(x) \beta \leq c(x) \leq \sup_{x \in X} p(x) \beta \} \]
for some $c(x)$ and $c(x)$ and $P(\beta \in CI(\hat{\beta})) = 1 - \alpha$.

2. Let $[g_l(x, \hat{\beta}), g_u(x, \hat{\beta})] \subseteq c$ be a taut confidence band. Then there exist weight functions $u(x), u_p(x) \geq 0$ such that
\[ P \left( \sup_{x \in X} \frac{p(x)(\beta - \hat{\beta})}{\sigma(x)} u(x) \leq 1, \quad \inf_{x \in X} \frac{p(x)(\beta - \hat{\beta})}{\sigma(x)} u(x) \geq -1 \right). \]

and
\[ g_l(x, \hat{\beta}) = \begin{cases} p(x) \beta - \frac{\sigma(x)}{u(x)} & \text{if } u(x) > 0 \\ -\infty & \text{if } u(x) = 0 \end{cases} \]
\[ g_u(x, \hat{\beta}) = \begin{cases} p(x) \beta + \frac{\sigma(x)}{u(x)} & \text{if } u(x) > 0 \\ \infty & \text{if } u(x) = 0 \end{cases} \]

While the formal proof is in Section 5.2 of the supplementary appendix, we now provide the main intuition for this result. First take an arbitrary taut uniform confidence band $[g_l(x, \hat{\beta}), g_u(x, \hat{\beta})] \subseteq c$ and define
\[ CI(\hat{\beta}) = \{ \beta : g_l(x, \hat{\beta}) \leq p(x) \beta \leq g_u(x, \hat{\beta}) \} \]
for all $x \in X$.\(^1\)

---

\(^1\) We could have defined the class $c$ as all confidence bands which have a coverage probability of at least $1 - \alpha$. Such a definition does not change the set of taut bands in the class because conservative bands are not taut. It would therefore not affect the characterization in Theorem 1.
Since $P(\beta_0 \in \tilde{C}(\hat{\beta})) = 1 - \alpha$, Lemma 1 implies that projecting on this set results in another confidence band with coverage at least $1 - \alpha$. Denote this confidence band by $[g_0^*(x, \hat{\beta}), g_*^*(x, \hat{\beta})]$. By definition of the projection it holds that $g_0^*(x, \hat{\beta}) \leq g_\delta(x, \hat{\beta})$, and $g_*^*(x, \hat{\beta}) \geq g_\delta(x, \hat{\beta})$ for all $x \in X$. Hence, if $[g_0^*(x, \hat{\beta}), g_\delta(x, \hat{\beta})]$ is taut, it has to hold that $[g_0^*(x, \hat{\beta}), g_*^*(x, \hat{\beta})] = [g_0(x, \hat{\beta}), g_\delta(x, \hat{\beta})]$ for all $x \in X$. However, by the definition of the class $C$, there exists a nonrandom set $S \subset R^k$ such that

$$g(x, \hat{\beta}) = \inf_{\beta \in \tilde{C}(\hat{\beta})} p(x|\beta)$$

$$= p(x|\hat{\beta}) + \inf_{\beta \not\in \tilde{C}(\hat{\beta})} p(x|\beta)$$

and similarly $g_\delta(x, \hat{\beta}) = p(x|\hat{\beta}) + \sup_{\gamma \in S} p(x|\gamma)$. Therefore, $[g_0(x, \hat{\beta}), g_\delta(x, \hat{\beta})] \in C$ can be obtained by a projection on

$$\{ \beta \in R^k : \inf_{\gamma \in S} p(x|\gamma)^0 \leq p(x|\gamma) \leq \sup_{\gamma \in S} p(x|\gamma) \text{ for all } x \in X \}.$$

Next, we explain by means of an example why projecting on sets of the form

$$\{ \beta \in R^k : c(x) \leq p(x|\beta) - \beta \leq c_0(x) \text{ for all } x \in X \}$$

yields nonconservative confidence bands. In the formal proof we then show that whenever a projection yields a nonconservative band, the band is taut. For the example suppose that $p(x) = (1, x')$ and $x' = [-1, 1]$. Also assume that $\beta_1$ and $\beta_2$ have the same variance and are negatively correlated. Now consider the confidence band obtained by the projection on

$$\tilde{C}(\hat{\beta}) = \{ \beta \in R^k : (\beta - \hat{\beta})' \Sigma^{-1} (\beta - \hat{\beta}) \leq c_2, 1 - \alpha \}$$

where $c_2, 1 - \alpha$ is the the $1 - \alpha$ critical value of the $\chi^2$ distribution. We will illustrate the corresponding projection band, denoted by $[g_0(x, \hat{\beta}), g_\delta(x, \hat{\beta})]$, is conservative.

By definition, this band is conservative if and only if $P(\beta_0 \in \tilde{C}(\hat{\beta})) > 1 - \alpha$, where

$$\tilde{C}(\hat{\beta}) = \{ \beta \in R^k : g_\delta(x, \hat{\beta}) \leq p(x|\beta) \leq g_0(x, \hat{\beta}) \text{ for all } x \in X \}.$$

Fig. 2 illustrates the situation. It shows the ellipse $\tilde{C}(\hat{\beta})$ as well as the lines of $\beta$ satisfying $p(x|\beta) = \sup_{\beta \in \tilde{C}(\hat{\beta})} p(x|\beta)$ and $p(x|\beta) = \inf_{\beta \not\in \tilde{C}(\hat{\beta})} p(x|\beta)$ for all $x \in \{-1, 0, 1\}$. Now consider the point $\tilde{\beta}_1$, which is not in $\tilde{C}(\hat{\beta})$. It is also not in $\tilde{C}(\hat{\beta}_1)$ because, as illustrated in the figure, $g_0(x, \hat{\beta}_1) < p(x|\tilde{\beta}_1)$ with $\tilde{x} = 0.1$ In particular, there exists a $\tilde{x} \in X$ such that $\tilde{\beta}_1$ and $\tilde{C}(\hat{\beta})$ can be separated with a line $p(x|\tilde{\beta}_1)$. For $\tilde{\beta}_2$ and $\tilde{\beta}_3$, which are also not in $\tilde{C}(\hat{\beta})$, such a line does not exist and hence, both of these vectors are in $\tilde{C}(\hat{\beta}_1)$. Therefore, the dashed area in Fig. 2 shows the boundary of the set $\tilde{C}(\hat{\beta}_1)$, which is clearly larger than the ellipse $\tilde{C}(\hat{\beta})$. But since the ellipse covers the true value with probability $1 - \alpha$, it follows that $P(\beta_0, \tilde{C}(\hat{\beta})) > 1 - \alpha$ and that the projection is conservative. These arguments then imply that nonconservative projections are based on confidence sets where each vector not in the set can be separated by a line $p(x|\beta)$ for some $x \in X$. Equivalently, the closure of the set is of the form $\{ \beta \in R^k : c(x) \leq p(x|\beta) - \beta \leq c_0(x) \text{ for all } x \in X \}$. An example here is a set that has the same shape as $\tilde{C}(\hat{\beta})$, but is suitably smaller such that the coverage probability of the band is $1 - \alpha$. Finally, notice that if $X = (-\infty, \infty)$, then projecting on any convex confidence set, including the ellipse, yields a nonconservative band.

As shown above, for any taut band in $C$, there exists a nonrandom set $S \subset R^k$ such that

$$g(x, \hat{\beta}) = p(x|\hat{\beta}) + \inf_{\gamma \in S} p(x|\gamma)$$

and

$$g_\delta(x, \hat{\beta}) = p(x|\hat{\beta}) + \sup_{\gamma \in S} p(x|\gamma).$$

Using this result it is straightforward to construct weight functions such that the band can be obtained by inverting a weighted sup and inf t-statistic.

Theorem 1 implies that any taut confidence band in $C$ can either be obtained by a projection on a confidence set or by inversion of a weighted sup and inf-t-statistic. We now use this result to present an important class of weight functions, which lead to taut and symmetric confidence bands in $C$. This class, described in the following corollary, is particularly interesting because it includes the case where $u_n(x) = (x, x') = 1$.

Corollary 1. Suppose that Assumptions 1–3 hold. Let $\Omega$ be a positive definite symmetric matrix and define $\nu(x) = \sqrt{p(x)\Omega p(x)} > 0$. Let $w(x) = \sigma(x)\nu(x)$. Then there exists a constant $c < \infty$ such that

$$P \left( \sup_{x \in X} \frac{|p(x|\beta_0 - \hat{\beta})|}{\sigma(x)\nu(x)} \leq c \right) = 1 - \alpha$$

and the confidence band $[p(x|\hat{\beta} - c\nu(x)), p(x|\hat{\beta} + c\nu(x))]$ is a taut confidence band in $C$.

The arguments of the proof of Corollary 1 imply that $[p(x|\hat{\beta} - c\nu(x)), p(x|\hat{\beta} + c\nu(x))]$ is equivalent to a band obtained from a projection on the set $\{ \beta \in R^k : (\beta - \hat{\beta})' \Omega^{-1} (\beta - \hat{\beta}) \leq c^2 \}$, where $c^2$ is chosen such that resulting band has the right coverage probability. The next result states that constant width bands are taut if $p(x)$ includes a constant.

Corollary 2. Suppose that Assumptions 1–3 hold and that there is a $c < \infty$ such that

$$P \left( \sup_{x \in X} |p(x|\beta_0 - \hat{\beta})| \leq c \right) = 1 - \alpha.$$
constant width band is $x\bar{\beta} \pm c$. It then also holds by construction that
\[
P\left( \sup_{x \in \mathcal{X}} \left| \frac{x(\beta_0 - \hat{\beta})}{x} \right| \leq c \right) = 1 - \alpha
\]
and hence another $1 - \alpha$ confidence band is $x\bar{\beta} \pm \frac{c}{x}|x|$, which reduces the widths of the constant width band for all $x \neq 2$, and the two bands have the same coverage probability.

2.3. Optimality

Theorem 1 provides a characterization of all true confidence bands in $\mathcal{C}$ in terms of projections. In this section, we discuss how this result can be used to find a confidence band in this class which has optimality properties. Our leading example is a confidence band, which minimizes a weighted area
\[
\int_{\mathcal{X}} \left( g_u(x, \hat{\beta}) - g_l(x, \hat{\beta}) \right) w(x)dx.
\]
A motivation for this objective function is that uniform confidence bands are typically reported to allow a reader to easily assess statistical accuracy and perform various hypothesis tests about the function without access to the data. Since it might be unclear a priori which hypotheses are tested, reporting a small confidence band (in terms of its area) could be desirable. Many other choices of objective functions are possible as well, some of which could relate to optimal testing, such as minimizing a weighted average of marginal coverage rates:
\[
\int_{\mathcal{X}} P\left( g_l(x, \hat{\beta}) \leq g(x, \beta_0) \leq g_u(x, \hat{\beta}) \right) w(x)dx.
\]
We restrict ourselves to the class of taut bands, which is without loss of generality for most reasonable criterion functions. Let $[g_l(x, \beta), g_u(x, \hat{\beta})]$ be a taut band. Theorem 1 and the discussion after the theorem imply that there exist nonrandom functions $c_l(x)$ and $c_u(x)$ such that $g_l(x, \beta) = p(x)^\prime \beta + c_l(x)$ and $g_u(x, \hat{\beta}) = p(x)^\prime \hat{\beta} + c_u(x)$. Moreover, it holds that
\[
P(c_l(x) \leq p(x)^\prime (\beta_0 - \hat{\beta}) \leq c_u(x) \text{ for all } x \in \mathcal{X}) = 1 - \alpha
\]
or, by Assumption 2,
\[
P(c_l(x) \leq p(x)^\prime \Sigma_{1/2} Z \leq c_u(x) \text{ for all } x \in \mathcal{X}) = 1 - \alpha,
\]
where $Z \sim N(0, \mathbf{I}_k \cdot X)$. Since any taut confidence band is completely determined by $c_l(x)$ and $c_u(x)$, we consider the general optimization problem
\[
\min_{c_l(\cdot), c_u(\cdot)} h(c_l(\cdot), c_u(\cdot)) \quad (1)
\]
s.t. $P(c_l(x) \leq p(x)^\prime \Sigma_{1/2} Z \leq c_u(x) \text{ for all } x \in \mathcal{X}) = 1 - \alpha$
and we assume that $h(\cdot, \cdot)$ satisfies the following assumption.

Assumption 4. $h(\cdot, \cdot)$ is a nonrandom functional and $h(c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)) \geq h(c_l^{1/2}(\cdot), c_u^{1/2}(\cdot))$ whenever $[c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)] \subseteq [c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)]$ for all $x \in \mathcal{X}$.

One example satisfying this assumption is the weighted area discussed below where
\[
h(c_l(\cdot), c_u(\cdot)) = \int_{\mathcal{X}} \left( (c_u(x) - c_l(x)) w(x)dx \right.
\]
\[
= \int_{\mathcal{X}} \left( \left( p(x)^\prime \hat{\beta} + c_u(x) \right) - \left( p(x)^\prime \hat{\beta} + c_l(x) \right) \right) w(x)dx.
\]

The minimum area criterion of the implied confidence set for $\beta_0$, discussed in the introduction, also fits into this framework.

Let $(\hat{c}_l(x), \hat{c}_u(x))$ denote an optimal solution to the minimization problem. Even though $[p(x)^\prime \beta + \hat{c}_l(x), p(x)^\prime \hat{\beta} + \hat{c}_u(x)]$ is then an optimal confidence band, it is not necessarily taut. We could for example widen a band for one value of $x$ without affecting the weighted area. However, we can always obtain an optimal taut band by projecting onto the set
\[
\{ \beta \in \mathbb{R}^k : \hat{c}_l(x) \leq p(x)^\prime (\beta - \hat{\beta}) \leq \hat{c}_u(x) \text{ for all } x \in \mathcal{X} \}
\]
and if the optimal solution $(\hat{c}_l(x), \hat{c}_u(x))$ corresponds to a taut band, the projection is simply $[p(x)^\prime \hat{\beta} + \hat{c}_l(x), p(x)^\prime \hat{\beta} + \hat{c}_u(x)]$. Hence, we can assume without loss of generality that the confidence band $[\tilde{g}_l(x, \hat{\beta}), \tilde{g}_u(x, \hat{\beta})]$ corresponding to the optimal solution $(\hat{c}_l(x), \hat{c}_u(x))$ is the projection on
\[
\{ \beta \in \mathbb{R}^k : \hat{c}_l(x) \leq p(x)^\prime (\beta - \hat{\beta}) \leq \hat{c}_u(x) \text{ for all } x \in \mathcal{X} \}
\]
and can be written as
\[
\tilde{g}_l(x, \hat{\beta}) = p(x)^\prime \hat{\beta} + \hat{c}_l(x) \quad \text{ and } \quad \tilde{g}_u(x, \hat{\beta}) = p(x)^\prime \hat{\beta} + \hat{c}_u(x).
\]
Then $[\tilde{g}_l(x, \hat{\beta}), \tilde{g}_u(x, \hat{\beta})]$ is a taut band in $\mathcal{C}$ with the minimal objective function.

2.4. Approximation

Even in the simple linear model with homoskedastic errors and a bounded regressor, there is no closed form expression for the confidence band which minimizes the total area. Moreover, simply solving the minimization problem numerically is infeasible in practice because $c_l(x)$ and $c_u(x)$ are infinite dimensional. Instead, we now consider confidence bands which are approximately optimal and solve a finite dimensional optimization problem. We first approximate the objective function $h$ by a function $h_j$ and show that replacing $h$ with $h_j$ reduces (1) to a finite dimensional problem. We then provide conditions which guarantee that the band obtained by solving the finite dimensional problem is approximately optimal.

We approximate $h$ by a function $h_j$ using a grid of points $x_j = \{\bar{x}_1, \ldots, \bar{x}_J\} \subseteq \mathcal{X}$. For example, we could approximate
\[
h(c_l(\cdot), c_u(\cdot)) = \int_{\mathcal{X}} (c_u(x) - c_l(x)) w(x)dx
\]
by
\[
h_j(c_l(\cdot), c_u(\cdot)) = \sum_{j=1}^{J-1} (c_u(x_j) - c_l(x_j)) w(x_j)(x_{j+1} - x_j).
\]

More generally, we assume that $h_j$ satisfies the following assumption.

Assumption 5. $h_j(\cdot, \cdot)$ satisfies Assumption 4 and $h_j(c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)) = h_j(c_l^{1/2}(\cdot), c_u^{1/2}(\cdot))$ whenever $[c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)] \subseteq [c_l^{1/2}(\cdot), c_u^{1/2}(\cdot)]$ for all $x \in \mathcal{X}$.

Under Assumption 5 it is easy to show that an optimal solution to
\[
\min_{c_l(\cdot), c_u(\cdot)} h_j(c_l(\cdot), c_u(\cdot))
\]
s.t. $P(c_l(x) \leq p(x)^\prime \Sigma_{1/2} Z \leq c_u(x) \text{ for all } x \in \mathcal{X}) = 1 - \alpha$
satisfies $c_l(x) = -\infty$ and $c_u(x) = \infty$ for all $x \notin \mathcal{X}_j$, because $c_l(x)$ and $c_u(x)$ affect the constraint, but not the objective for $x \notin \mathcal{X}_j$. Therefore, we can set $c_l(x) = -\infty$ and $c_u(x) = \infty$ for all $x \notin \mathcal{X}_j$ and minimize the objective function over $[c_l(x_j), c_u(x_j)]_{j=1}^{J-1}$ only. Hence, we have to solve the following finite dimensional minimization problem:
\[
\min_{c_l(x_j), c_u(x_j), j=1, \ldots, J} h_j(c_l(x_j), c_u(x_j))
\]
s.t. $P(c_l(x) \leq p(x)^\prime \Sigma_{1/2} Z \leq c_u(x) \text{ for all } x \in \mathcal{X}_j) = 1 - \alpha$. 
Let \( (c^*_L(x, \cdot), c^*_U(x, \cdot)) \) be an optimal solution to this minimization problem. We can now construct an approximately optimal and taut band for all \( x \in X \) by projecting on 

\[
\{ \beta \in \mathbb{R}^k : c^*_L(x, \beta) \leq p(x, \beta) \leq c^*_U(x, \beta) \text{ for all } x \in X \}
\]

and we write the optimal band as \( \hat{g}_L(x, \beta) = p(x, \beta) + c^*_L(x, \beta) \) and \( \hat{g}_U(x, \beta) = p(x, \beta) + c^*_U(x, \beta) \). Then, by Theorem 1, \( \hat{g}_L(x, \beta), \hat{g}_U(x, \beta) \) is a taut band in \( C \) for any fixed \( J \). The next theorem states conditions under which it is approximately optimal.

**Theorem 2.** Suppose Assumptions 4 and 5 hold. Also assume that

\[
\lim_{J \to \infty} \left| h_j(\hat{c}_L(x), \hat{c}_U(x)) - h(\hat{c}_L(x), \hat{c}_U(x)) \right| = 0
\]

and

\[
\lim_{J \to \infty} \left| h(\hat{c}_L(x), \hat{c}_U(x)) - h(\hat{c}_L(x), \hat{c}_U(x)) \right| = 0.
\]

Then

\[
\lim_{J \to \infty} \left| h(\hat{c}_L(x), \hat{c}_U(x)) - h(\hat{c}_L(x), \hat{c}_U(x)) \right| = 0.
\]

The theorem states that the band which solves a finite dimensional optimization problem is approximately optimal as long as \( h_j \) approximates \( h \) well as \( J \to \infty \). In Appendix A.1, we provide low level sufficient conditions for the assumptions of Theorem 2 when the objective is to minimize the weighted area. These conditions then imply that we can obtain an arbitrarily good approximation by picking an arbitrarily fine grid to approximate the integral. In this case we also show that the optimal solution satisfies \( \hat{c}_L(x) = -\hat{c}_U(x) \), which further simplifies the computations.

3. Extensions

In this section we extend the finite sample results to asymptotic approximations, nonlinear functions \( g(x, \beta_0) \), and nonparametric functions \( g_o(x) \).

3.1. Asymptotic results

We now depart from Assumption 2 and instead assume that

\[
\Sigma \Rightarrow N(0, \Sigma)
\]

and that we have a consistent estimator \( \hat{\Sigma} \) of \( \Sigma \). The goal is to use the asymptotic distribution and the previous results to obtain optimal and asymptotically valid confidence bands for \( p(x) \beta_0 \). We restrict the class of confidence bands similar as before, but also add a condition that they are based on the asymptotic distribution.

**Definition 3.** Let \( \hat{C} \) be the class of confidence bands of the form \( \left[ g_o(x, \hat{\beta}, \hat{\Sigma}), g_o(x, \hat{\beta}, \hat{\Sigma}) \right] \) such that the set \( \{ \beta : g_o(x, \beta, \Sigma) \leq p(x, \beta) \leq g_o(x, \beta, \Sigma) \text{ for all } x \in X \} \) can be written as \( \{ \beta : \sqrt{n} (\hat{\Sigma}^{1/2} (\beta - \beta_0) \in S(\hat{\Sigma}) \} \), where \( S(\hat{\Sigma}) \) is a nonrandom function and it does not depend on \( n \), and \( P(\Sigma \in S(\hat{\Sigma}) | \hat{\Sigma} = 1 - \alpha, \Sigma \sim N(0, I_k, \Sigma) \) is a constant that is finite.

The definition allows for standard ways of obtaining uniform confidence bands in practice. For example, symmetric uniform confidence bands based on a weighted sup t-statistic are constructed by finding a constant \( c(\hat{\Sigma}) \) such that

\[
P\left( \sup_{x \in X} \left| \frac{p(x, \hat{\Sigma}^{1/2} Z)}{\sigma(\hat{\Sigma})} \right| \leq c(\hat{\Sigma}) \right) = 1 - \alpha,
\]

where \( \sigma(\hat{\Sigma}) = \sqrt{p(x, \hat{\Sigma}^{1/2} Z)} = \sqrt{p(x, \hat{\Sigma}^{1/2} Z)} \).

Therefore, in this case

\[
S(\hat{\Sigma}) = \left\{ z \in \mathbb{R}^k : -c(\hat{\Sigma}) \frac{\sigma(\hat{\Sigma})}{\sigma(\hat{\Sigma})} \leq p(x, \hat{\Sigma}^{1/2} Z) \leq c(\hat{\Sigma}) \frac{\sigma(\hat{\Sigma})}{\sigma(\hat{\Sigma})} \text{ for all } x \in X \right\},
\]

which satisfies by construction all properties in Definition 3.

The arguments of the proof of Theorem 1 directly imply that any taut confidence band in \( \hat{C} \) can be obtained by projecting on a confidence set for \( \beta_0 \) of the form

\[
\{ \beta : c_o(x, \hat{\Sigma}) \leq p(x, \sqrt{n} (\hat{\Sigma}^{1/2} (\beta - \beta_0) \in S(\hat{\Sigma}) \} \leq c_o(x, \hat{\Sigma}) \text{ for all } x \in X \},
\]

where \( P(c_o(x, \hat{\Sigma}) \leq p(x, \sqrt{n} (\hat{\Sigma}^{1/2} (\beta - \beta_0) \in S(\hat{\Sigma}) \} \leq c_o(x, \hat{\Sigma}) \text{ for all } x \in X \}, \) and \( c_o(x, \cdot) \) are nonrandom functions and do not depend on \( n \). Thus, for any taut band we have

\[
S(\hat{\Sigma}) = \left\{ z \in \mathbb{R}^k : c_o(x, \hat{\Sigma}) \leq p(x, \hat{\Sigma}^{1/2} Z) \leq c_o(x, \hat{\Sigma}) \text{ for all } x \in X \right\}.
\]

Moreover, using arguments as in the previous section, it follows that

\[
g_o(x, \hat{\beta}, \hat{\Sigma}) = \hat{p}(x, \hat{\beta}) + \frac{1}{\sqrt{n} \sigma(\hat{\Sigma})} \inf_{y \in \mathbb{R}^k} \sup_{x \in X} \left| p(x, y) - p(x, y) \right|
\]

and

\[
g_o(x, \hat{\beta}, \hat{\Sigma}) = \hat{p}(x, \hat{\beta}) + \frac{1}{\sqrt{n} \sigma(\hat{\Sigma})} \sup_{x \in X} \left| p(x, y) - p(x, y) \right|.
\]

As explained below, since \( \hat{\Sigma} \) is random, the asymptotic coverage probability of such a band might not be \( 1 - \alpha \). We now describe sufficient conditions for asymptotic validity, which is equivalent to

\[
\lim_{n \to \infty} P(\sqrt{n} (\Sigma - \Sigma)^{1/2} (\beta_0 - \hat{\beta}) \in S(\Sigma)) = 1 - \alpha.
\]

To state these conditions, let \( S \) denote the class of all convex sets \( S \subseteq \mathbb{R}^k \).

**Assumption 6.** Let \( Z \sim N(0, I_k, \Sigma) \) and let \( \Sigma \in \mathbb{R}^{k \times k} \) be positive definite. Suppose that \( \sigma(\Sigma) = \sqrt{P(\Sigma = x^R)} \) for all \( x \in X \).

(i) \( \sup_{x \in X} \left| p(\sqrt{n} (\Sigma^{1/2} Z) - \Sigma \beta_0) \in S(\Sigma) \right| \leq P(Z \in S) \to 0 \) as \( n \to \infty \),

(ii) \( \sup_{x \in X} \left| p(\Sigma^{1/2} Z) - p(\Sigma^{1/2} Z) \right| = o_p \left( \frac{1}{\sqrt{n}} \right) \) and

\[
\sup_{x \in X} \left| p(\Sigma^{1/2} Z) - p(\Sigma^{1/2} Z) \right| = o_p \left( \frac{1}{\sqrt{n}} \right).
\]

We get the following result.

**Lemma 2.** Suppose \( g_o(x, \hat{\beta}, \hat{\Sigma}), g_o(x, \hat{\beta}, \hat{\Sigma}) \} \in \hat{C} \) is taut. If Assumption 6 holds, then \( \lim_{n \to \infty} P(\sqrt{n} (\Sigma^{1/2} (\beta - \beta_0) \in S(\Sigma)) = 1 - \alpha \).

The first part of Assumption 6 assumes that \( \sqrt{n} (\Sigma^{1/2} (\beta - \beta_0) \in S(\Sigma)) \) converges in distribution to a normal random vector. The requirement that the supremum over all convex sets converges can be verified using primitive sufficient conditions (see Bentkus, 2003). Part (ii) says that the confidence band is continuous in \( \Sigma \). To better understand it write

\[
\sqrt{n} \left| g_o(x, \hat{\beta}, \hat{\Sigma}) - g_o(x, \hat{\beta}, \hat{\Sigma}) \right| = \inf_{y \in \mathbb{R}^k} \left| p(\Sigma^{1/2} Z) - p(\Sigma^{1/2} Z) \right|.
\]

2 If the optimal solution to the infinite dimensional problem is unique and continuous in \( c^*_L(x) \) and \( c^*_U(x) \), then Theorem 2 also implies that \( \left[ g_o(x, \hat{\beta}), g_o(x, \hat{\beta}) \right] \) converges to \( \left[ g_o(x, \hat{\beta}), g_o(x, \hat{\beta}) \right] \) as \( J \to \infty \). This is for example the case for the minimum weighted area band. See Appendices A.1 and A.2 for related discussions.

3 An alternative is to allow the coverage probability to be bigger or equal to \( 1 - \alpha \) asymptotically. However, the sufficient conditions lead to asymptotically nonconservative bands.
Hence, as long as $\hat{\Sigma}$ is a consistent estimator of $\Sigma$, any rule of choosing a band that depends continuously on $\Sigma$ leads to the right coverage rate asymptotically.\(^4\)

We are particularly interested in confidence bands obtained from solving a minimization problem. Analogously to before, we now solve

$$\min_{\hat{c}(\cdot), c(\cdot)} h(c(\cdot), c(\cdot))$$

s.t. $P(c(x) \leq p(x)'\hat{\Sigma}^{-1/2}Z \leq c(x))$ for all $x \in X \setminus \hat{\Sigma} = 1 - \alpha$.

Let $\tilde{c}(x, \hat{\Sigma})$ and $\bar{c}(x, \hat{\Sigma})$ denote the minimizers and let $\check{g}_d(\hat{x}, \hat{\Sigma}), \bar{g}_d(\hat{x}, \hat{\Sigma})$ denote the corresponding confidence band. The following theorem now immediately implies that the bands are asymptotically valid under Assumption 6.

**Theorem 3.** Suppose $[\check{g}_d(x, \hat{\beta}, \hat{\Sigma}), \bar{g}_d(x, \hat{\beta}, \hat{\Sigma})]$ satisfies Assumption 6. Then

$$\lim_{n \to \infty} P(\check{g}_d(x, \hat{\beta}, \hat{\Sigma}) \leq p(x)'\hat{\Sigma}^{-1/2}Z \leq \bar{g}_d(x, \hat{\beta}, \hat{\Sigma})) = 1 - \alpha.$$  

A confidence band based on a smooth optimization problem often satisfies Assumption 6, which holds if $[\check{g}_d(x, \hat{\beta}, \hat{\Sigma}), \bar{g}_d(x, \hat{\beta}, \hat{\Sigma})]$ depends continuously on $\Sigma$. For example, in Appendix A.2 we provide primitive sufficient conditions for the confidence band which minimizes a weighted area to be asymptotically valid. Specifically, we show that log-concavity of the normal measure implies that there is a unique confidence band which minimizes the weighted area and thus that the band is continuous in $\check{g}_d$.

However, notice that asymptotic validity might not hold if $[\check{g}_d(x, \hat{\beta}, \hat{\Sigma}), \bar{g}_d(x, \hat{\beta}, \hat{\Sigma})]$ changes discontinuously with $\bar{\Sigma}$. As an example, suppose that $X = \{x_1, x_2\}$ and that $P(x_1) = (1, 0)'$ and $P(x_2) = (0, 1)'$. Further suppose that $\Sigma$ is a diagonal matrix. Then the constraint can be written as $P(c(x_1) \leq \hat{\sigma}_1Z_1 \leq c(x_1), c(x_2) \leq \hat{\sigma}_2Z_2 \leq c(x_1)) = 1 - \alpha$. Now suppose that $h(c(\cdot), c(\cdot)) = \min(c(x_1), c(x_2))$. Clearly, for the optimal solution $c(x_1) = c(x_2) = -\infty$ and it is easy to show that the optimal solution is

$$(\check{c}(x_1), \check{c}(x_2)) = (c_{1-\alpha}(\hat{\sigma}_1), \infty) \text{ if } \hat{\sigma}_1 \leq \hat{\sigma}_2 \text{ and } (c_{1-\alpha}(\hat{\sigma}_1), \check{c}(x_2)) = (\infty, c_{1-\alpha}(\hat{\sigma}_2)) \text{ if } \hat{\sigma}_1 > \hat{\sigma}_2,$$

where $c_{1-\alpha}$ denotes the $1 - \alpha$ quantile of the standard normal distribution. Since the corresponding band changes discontinuously with $\check{g}_d$, one can show that it generally does not have the right coverage probability asymptotically.

### 3.2 Nonlinear functions

We next apply the previous results to nonlinear functions of $x$ and $\beta$ by using delta method type arguments. First, we construct a confidence band for a linear approximation of the function. Second, we transform this confidence band to a valid confidence band for the nonlinear function $g(x, \beta_0)$. For the second step to be valid, we assume that

$$\sqrt{n}(g(x, \beta) - g(x, \beta_0)) \overset{d}{\to} N(0, \nabla g(x, \beta)'\Sigma \nabla g(x, \beta_0)).$$

where $\nabla g(x, \beta)$ denotes the gradient of $g(x, \beta)$ with respect to $\beta$. As defined below, we only consider confidence bands based on this linear approximation of $g(x, \beta)$.

---

\(^4\) In Appendix A.2 we provide primitive sufficient conditions for Assumption 6 for confidence bands which minimize a weighted area. Moreover, we extend Assumption 6 to nonlinear and nonparametric models in Sections 3.2 and 3.3, respectively.
are optimal for a given $K_n$ and a given objective, but we do not consider optimal choices of $K_n$. As before, $\hat{\Sigma}$ denotes the estimated covariance matrix of $\hat{\beta}_{K_n}$. The class of confidence bands is similar as in Section 3.1.

**Definition 5.** Let $\hat{c}_{\text{mp}}$ be the class of confidence bands of the form $\{g_0(x, \hat{\beta}_{K_n}, \hat{\Sigma}), g_0(x, \hat{\beta}_{K_n}, \hat{\Sigma})\}$ such that the set $\{\beta : g_0(x, \hat{\beta}_{K_n}, \hat{\Sigma}) \leq P_{K_n}(x) (\beta - \hat{\beta}_{K_n}) \in \mathbb{S}(\hat{\Sigma})\}$, where $\mathbb{S}(\cdot)$ is a nonrandom function and it does not depend on $n$ for a given $K_n$, and $P(Z \in \mathbb{S}(\hat{\Sigma}) \mid \hat{\Sigma}) = 1 - \alpha$, where $Z \sim \mathcal{N}(0, I_{K_n \times K_n})$ and $Z \perp \Sigma$

Similar as in Section 3.1, symmetric uniform confidence bands based on a weighted sup t-statistic, as those in Belloni et al. (2015), are in $\hat{c}_{\text{mp}}$. The arguments of the proof of Theorem 1 directly imply that any taut confidence band in $\hat{c}_{\text{mp}}$ can be obtained by projecting on a confidence set for $E(\beta_{K_n})$, which is based on the normal distribution and is conditional on $\hat{\Sigma}$. Therefore, optimal confidence bands can be constructed by solving

$$\min_{c_1, c_2} \{ h(c_1), c_2(\cdot) \}$$

subject to $P(c(x) \leq P_{K_n}(x) \hat{\Sigma}^{-1/2} Z \leq c_2(x) \text{ for all } x \in \mathcal{X} \mid \hat{\Sigma}) = 1 - \alpha$.

Let $\tilde{c}(x, \tilde{\Sigma})$ and $c_\text{mp}(x, \hat{\Sigma})$ be minimizers such the corresponding confidence band is

$$\tilde{g}_0(x, \tilde{\beta}_{K_n}, \tilde{\Sigma}) = g_0(x, \tilde{\beta}_{K_n}) + \frac{1}{\sqrt{n}} \tilde{c}(x, \tilde{\Sigma})$$

and

$$g_0(x, \hat{\beta}_{K_n}, \hat{\Sigma}) = g_0(x, \hat{\beta}_{K_n}) + \frac{1}{\sqrt{n}} c_\text{mp}(x, \hat{\Sigma}).$$

The previous arguments imply that this band is optimal relative to all bands in $\hat{c}_{\text{mp}}$. The next theorem provides conditions under which the band is asymptotically valid.

**Theorem 5.** Let $Z \sim \mathcal{N}(0, I_{K_n \times K_n})$ and let $\Sigma \in \mathbb{R}^{K_n \times K_n}$ be positive definite. Suppose that $\sigma(x) = \sqrt{\mathbb{E}(X^2) \Sigma^{-1} P_{K_n}(x)} \in (0, \infty)$ for all $x \in \mathcal{X}$,

(i) $\sup_{x \in \mathcal{X}} \left| \frac{\mathbb{P}(\sqrt{n} \Sigma^{-1/2} (\hat{\beta}_{K_n} - E(\hat{\beta}_{K_n})) \in S) - \mathbb{P}(Z \in S)}{\mathbb{P}(Z \in S)} \right| \to 0$ as $n \to \infty$.

(ii) $\sup_{x \in \mathcal{X}} \left| \frac{\mathbb{P}(\sqrt{n} \Sigma^{-1/2} (\hat{\beta}_{K_n} - E(\hat{\beta}_{K_n})) \in S)}{\sigma(x)} \right| = o_p(1/K_n)$ and $\sup_{x \in \mathcal{X}} \left| \frac{\mathbb{P}(\sqrt{n} \Sigma^{-1/2} (\hat{\beta}_{K_n} - E(\hat{\beta}_{K_n})) \in S)}{\sigma(x)} \right| = o(1/K_n)$.

(iii) $\sup_{x \in \mathcal{X}} \frac{\mathbb{P}(\sqrt{n} \Sigma^{-1/2} \tilde{\beta}_{K_n} \in \mathcal{S})}{\sigma(x)} = o(1/K_n)$.

Then as $n \to \infty$ and $K_n \to \infty$, $P\left(\tilde{g}_0(x, \tilde{\beta}_{K_n}, \tilde{\Sigma}) \leq g_0(\beta) \leq \tilde{g}_0(x, \tilde{\beta}_{K_n}, \tilde{\Sigma}) \text{ for all } x \in \mathcal{X} \right) \to 1 - \alpha$.

Again, the first two parts of the assumptions are analogous to Assumption 6 and part (iii) is the undersmoothing condition, which typically holds as long as $g_0$ is sufficiently smooth. See e.g. Chen (2007) for sufficient conditions. An alternative is to adjust the confidence bands to account for a worst-case bias as in Armstrong and Kolesár (2016).

4. Numerical examples

We now demonstrate the results using two numerical applications. First, we consider a regression model with simulated data. Second, we use data from Berry et al. (1995) and construct confidence bands for price elasticities implied by estimated parameters of a structural model of demand. We report confidence bands obtained with t-statistics and different weight functions as well as optimal bands, which minimize a weighted area.

As explained in Section 2.4, we obtain an approximately optimal band by first solving

$$\min_{a(\cdot), b(\cdot)} \sum_{j=1}^{J-1} (a(x_j) - a(x_j)) \mathbb{I}(x_j(x_j+1) - x_j)$$

subject to $P(c(x_j) \leq P(x_j) \hat{\Sigma}^{-1/2} Z \leq c_\text{mp}(x_j) \text{ for all } j = 1, \ldots, J \mid \hat{\Sigma}) \geq 1 - \alpha$.

Using an inequality constraint instead of an equality constraint does not change the optimal solution, but it ensures that the feasible region is convex. Let $(\bar{c}(x), c_\text{mp}(x))]_{j=1}^{J}$ denote the optimal solution. We then obtain the optimal confidence band by projecting on the set $\{\beta \in \mathbb{R}^k : \bar{c}(x) \leq P(x_j) (\beta - \hat{\beta}) \leq c_\text{mp}(x_j) \text{ for all } j = 1, \ldots, J\}$.

While we only have to solve a finite dimensional minimization problem, the computationally challenging part is to calculate the left hand side of the constraint

$$P(c(x_j) \leq p(x_j) \hat{\Sigma}^{-1/2} Z \leq c_\text{mp}(x_j) \text{ for all } j = 1, \ldots, J \mid \hat{\Sigma}) \geq 1 - \alpha.$$
Fig. 3. Regression—optimal unweighted area band.

Fig. 4. Regression—optimal weighted area band.

4.2 Demand estimation

In this section we apply the previous results to estimate price elasticities in a simplified version of the well known BLP model proposed by Berry et al. (1995). In this setting each consumer i buys one of J products in market t and chooses the product that maximizes her utility. In our simplified setting, consumers have heterogeneous preferences over prices of product j in market t, denoted by $p_{jt}$, but homogeneous preferences over other product characteristics $w_{jt}$. Consequently, the market share of product j in market t, denoted by $s_{jt}$, can be written as

$$s_{jt} = \frac{\exp(w_{jt}'y_0 - p_{jt}c_0 - p_{jt}c_\alpha \eta + \xi_{jt})}{\sum_{j=1}^{J} \exp(w_{jt}'y_0 - p_{jt}c_0 - p_{jt}c_\alpha \eta + \xi_{jt})} dF_\xi(\eta)$$

where $F_\xi$ is the log-normal distribution, $\xi_{jt}$ denotes unobserved product characteristics, and the parameter vector is $\beta_0 = (y_0, c_0, c_\alpha)$. Moreover, we assume that there are instruments $z_{jt}$, such that $E(\xi_{jt}|z_{jt}) = 0$. Berry et al. (1995) show that $\beta_0$ can be estimated from observed market shares, prices, product characteristics, and instruments using a GMM approach.

For a fixed market t let us consider $f(p_\alpha, \beta)$ given in Box 1, where $\bar{w}_t$ denotes the median value of $w_{jt}$, and

$$g(p_\alpha, \beta) = \frac{p\nabla_p f(p_\alpha, \beta)}{f(p_\alpha, \beta)}.$$ 

Hence, our function of interest $g(p_\alpha, \beta)$ denotes the price elasticity for a product with the median characteristics added to market t while setting all unobservables to 0.

To estimate $\beta_0$ we use a subset of the data from Berry et al. (1995), which contains the retail prices (in $1000), quantities sold, and several product characteristics of car models marketed between 1971 and 1990 (see their paper for a detailed description of the data). We exclude products with very small market shares and use 2,712 model/year observations in total. The vector of product characteristics includes the size of the model defined

---

**Table 1 Coverage and average width comparison.**

<table>
<thead>
<tr>
<th>Band</th>
<th>Coverage rate</th>
<th>Total area</th>
<th>Weighted area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sup t-statistic</td>
<td>0.911</td>
<td>1.003</td>
<td>0.959</td>
</tr>
<tr>
<td>Constant width</td>
<td>0.894</td>
<td>2.217</td>
<td>2.217</td>
</tr>
<tr>
<td>Minimum area</td>
<td>0.910</td>
<td>0.967</td>
<td>0.919</td>
</tr>
<tr>
<td>Minimum weighted area</td>
<td>0.907</td>
<td>1.002</td>
<td>0.891</td>
</tr>
</tbody>
</table>

---

5 To obtain the results in Table 1, we ran the simulations using the resources of the UW-Madison Center for High Throughput Computing (CHTC) in the Department of Computer Sciences. The reported times are based on 100 simulated data sets and we ran these programs using MATLAB R2017a on a desktop computer with an Intel Core i7 processor running at 3.1 GHz. The code is available on one of the authors’ website: http://www.ssc.wisc.edu/~jfreyberger/ConfidenceBandsPrograms.
as length×width/1000, MPG, horsepower/weight ratio, and an air conditioning dummy. As instruments we use the product characteristics $w_{jt}$ as well as the number of similar products interacted with $w_{jt}$ as recently suggested by Gandhi and Houde (2016).

Fig. 5 shows the estimated price elasticity function and, just as in Section 4.1, three 90% uniform confidence bands, including the band which minimizes the total area, as well as pointwise confidence bands. Here we use a grid of 50 points to calculate the optimal bands, but using 30 or 100 points yields almost identical results. We use $n_t = 50,000$ and $h = n_t^{-1/3}$. To calculate the elasticities we use the characteristics from 1971 and in this year around 90% of the prices are below 15 and more than 55% of the prices are between 6 and 12. Hence, the constant width band is narrower than the sup t-statistic band for the majority of the observed prices, and the minimum area band is narrower than the sup t-statistic band for the majority of the observed prices. The total areas of the sup t-statistic band and the constant width band are 1.2% and 9.7% larger than the total area of the optimal band.

Fig. 6 shows the same bands, except that the dotted band now corresponds to the minimum weighted area band, where the weight function is a log-normal approximation of the density of price. This band is narrower than the sup t-statistic band for the vast majority of observed prices and it gets very close to the pointwise band around the median price of $7.8. The weighted areas of the sup t-statistic band and the constant width band are 15.1% and 13.5% larger than the weighted area of the optimal band.

5. Conclusion

In this paper we provide a method for constructing optimal confidence bands for a general class of functions, which includes nonlinear functions and nonparametrically estimated functions. To obtain these results we show that any taut $1 - \alpha$ confidence band in a certain class can be obtained using a projection or inversion of a weighted t-statistic. We then characterize the class of confidence sets for the parameter vector $\beta_0$ which lead to nonconservative and taut confidence bands using projections. Our simple characterization allows us to present a computational method for approximating the optimal confidence band for a given objective function. We also provide simple sufficient conditions for asymptotic validity of confidence bands which minimize a weighted area and illustrate the wide applicability of these results in two numerical examples.

In our experience from running a variety of simulations in different settings and with different coverage probabilities, the band from the sup t-statistic with $w_t(x) = w_t(x) = 1$ is usually close to the band which minimizes the total area, and is computationally trivial to obtain. Moreover, since this band is taut and it has the same marginal coverage probability for all $x \in X$, it is easy to show that it is optimal when the objective is to minimize $h(c_l(\cdot), c_u(\cdot)) = \max_{x \in X} P(c_l(x) \leq p(x) \Sigma^{1/2} \leq c_u(x))$. However, we have also seen in Section 4.2 that minimizing a weighted area can lead to a band which is narrower than the (unweighted) sup t-statistic band for the vast majority of $x$. Similarly, if the constant width band is taut, which follows from the condition in Corollary 2, it is optimal when the objective is to minimize $h(c_l(\cdot), c_u(\cdot)) = \max_{x \in X} |c_l(x) - c_u(x)|$. However, this band typically performs very poorly in terms of total area (see also Naim (1983)).

Appendix A. Minimum weighted area

In this section, we provide simple sufficient conditions for the assumptions of Theorems 2 and 3 when the objective is to minimize the weighted area:

$$\min_{c_l(\cdot), c_u(\cdot)} \int_X (c_u(x) - c_l(x)) w(x) dx$$

s.t. $P(c_l(x) \leq p(x) \Sigma^{1/2} \leq c_u(x) \text{ for all } x \in X) = 1 - \alpha$.

As in Section 3.1, let $(\tilde{c}_l(x), \tilde{c}_u(x))$ denote an optimal solution to the minimization problem such that the corresponding confidence band, which can be obtained by a projection on $\{\beta \in \mathbb{R}^l : \tilde{c}_l(x) \leq p(x)^T \beta \leq \tilde{c}_u(x) \text{ for all } x \in X\}$, can be written as $\tilde{g}(x, \hat{\beta}) = p(x)^T \hat{\beta} + \tilde{c}_l(x)$ and $\tilde{g}_u(x, \hat{\beta}) = p(x)^T \hat{\beta} + \tilde{c}_u(x)$.
A.1. Approximation

We first provide conditions for the confidence band based on the approximate objective function to be approximately optimal. As in Section 2.4, let \( \tilde{c}_i(x_j), \tilde{c}_i(x_j) \) be an optimal solution to

\[
\min_{c(x_j), c(x_j)} \sum_{j=1}^{J-1} \left( c(x_j) - c(x_j) \right) w(x_j)(x_{j+1} - x_j)
\]

s.t. \( P(c(x_j) \leq p(x_j) \| \Sigma \|^{1/2} Z \leq c(x_j)) = 1 - \alpha \)

for all \( j = 1, \ldots, J \).

Let \( \tilde{c}_i(x_j), \tilde{c}_i(x_j) \) for all \( x \notin X_j \) be such that the confidence band obtained by projecting on

\( \beta \in \mathbb{R}^k : \beta(x_j) \leq \beta(x_j) \leq \beta(x_j) \) for all \( x \in X_j \)

is \( \tilde{g}_i(x, \beta) = \tilde{p}(x) \hat{\beta} + \tilde{c}_i(x) \) and \( \hat{g}_i(x, \beta) = \tilde{p}(x) \hat{\beta} + \tilde{c}_i(x) \).

The lemma below provides low level conditions for \( \tilde{g}_i(x, \beta), \hat{g}_i(x, \beta) \) to be approximately optimal when \( x \) is a scalar and \( X \) is a bounded interval. The results can be extended to unbounded support or \( x \in \mathbb{R}^k \) using more notation. Let \( \tilde{x} = \sup x \) and \( \tilde{x} = \inf x \). We impose the following assumptions on the weight function \( w(x_j) \) and the vector \( p(x) \).

**Assumption 7.** \( X \) is a bounded interval, \( w(x) \) and \( p(x) \) are differentiable, and there exists a constant \( C \) such that

\[
\sup_{x \in X} |w(x)| + \sup_{x \in X} |p(x)| \leq C
\]

and

\[
\sup_{x \in X} \|p(x)\| + \sup_{x \in X} \|\nabla p(x)\| \leq C.
\]

The next assumption imposes a mild support condition.

**Assumption 8.** There exists a nonrandom matrix \( B \in \mathbb{R}^{K,1} \) and a vector \( \tilde{p}(x) \in \mathbb{R}^k \) such that \( \text{rank}(B) = L \) and \( p(x) = B \tilde{p}(x) \) for all \( x \in X \). Furthermore, there exists \( \epsilon > 0 \) such that for any \( \gamma \in \mathbb{R}^k \) with \( \|\gamma\| = 1 \) it holds that

\[
J \tilde{p}(x)\gamma w(x)dx \geq \epsilon.
\]

It is easy to show that a simply sufficient condition for

\[
J \tilde{p}(x)\gamma w(x)dx \geq \epsilon
\]

for some \( \epsilon > 0 \) is that \( \sup_{x \in X} \|\tilde{p}(x)\| < \infty \) and that the matrix \( J \tilde{p}(x)\tilde{p}(x)w(x)dx \) has full rank. The matrix \( B \) allows \( J \tilde{p}(x)\gamma w(x)dx \) to have reduced rank, which can be important in practice. For example, in our empirical application in Section 4.2, \( p(x) \) comes from a linearized single index model and is of the form \( p(x) = (b_1 x, \ldots, b_k x) \) for constants \( b_1, \ldots, b_k \). Hence, \( J \tilde{p}(x)\gamma w(x)dx \) has rank 1, but with \( B = (b_1, \ldots, b_k) \) and \( \tilde{p}(x) = x \), Assumption 8 holds as long as \( J \tilde{p}(x)w(x)dx > 0 \).

Finally, we impose an assumption on the grid points.

**Assumption 9.** \( x_1 = x, x_{f+1} = x, \) and \( \sum_{j=0}^{f-1} (x_{j+1} - x_j)^2 \to 0 \) as \( f \to \infty \). Furthermore, there exists \( \epsilon > 0 \) such that for any \( \gamma \in \mathbb{R}^k \) with \( \|\gamma\| = 1 \) and for all \( J \) large enough \( \sum_{j=0}^{f-1} |p(x_j)\gamma w(x_j)(x_{j+1} - x_j)| \geq \epsilon \), where \( \tilde{p}(x) \) is defined as in Assumption 8.

The first part of the assumption is satisfied with equally spaced grid points for example. Similar as Assumption 8, the second part says that \( \tilde{p}(x_1), \ldots, \tilde{p}(x_f) \) cannot be in a linear subspace of \( \mathbb{R}^k \).

The following lemma shows that the previous assumptions the band obtained from solving the finite dimensional minimization problem is approximately optimal. The proof is in Section S.2.2 of the supplementary appendix.

**Lemma A1.** Assume Assumptions 1–3 and 7–9 hold. Then

\[
\int x \left( \tilde{g}_i(x, \hat{\beta}) - \tilde{g}_i(x, \hat{\beta}) \right) w(x)dx
\]

\[
\to 0 \text{ as } J \to \infty.
\]

A.2. Validity

Let \( \tilde{c}_i(x, \tilde{\Sigma}), \tilde{c}_i(x, \tilde{\Sigma}) \) denote an optimal solution to the minimization problem

\[
\min_{c(x), c(x)} \sum_{j=1}^{J-1} \left( c(x_j) - c(x_j) \right) w(x_j)(x_{j+1} - x_j)
\]

s.t. \( P(c(x_j) \leq p(x_j) \| \Sigma \|^{1/2} Z \leq c(x_j)) = 1 - \alpha \)

such that the confidence band, which can be obtained by a projection on

\( \beta \in \mathbb{R}^k : c(x, \tilde{\Sigma}) \leq p(x) \beta - \tilde{c}_i(x, \tilde{\Sigma}) \) for all \( x \in X \),

can be written as \( \tilde{g}_i(x, \tilde{\beta}) = p(x) \beta + \frac{1}{\tilde{s}} \tilde{c}_i(x, \tilde{\Sigma}) \) and \( \hat{g}_i(x, \tilde{\beta}) = p(x) \beta + \frac{1}{\til{s}} \hat{c}_i(x, \til{\Sigma}) \).

In this section we provide primitive sufficient conditions for the second part of Assumption 6, namely that

\[
\sup_{x \in X} \left( \tilde{g}_i(x, \til{\hat{\beta}}, \til{\Sigma}) - \til{g}_i(x, \til{\hat{\beta}}, \til{\Sigma}) \right) = o_p \left( \frac{1}{\sqrt{n}} \right)
\]

and

\[
\sup_{x \in X} \left( \til{g}_i(x, \hat{\beta}, \Sigma) - \til{g}_i(x, \hat{\beta}, \Sigma) \right) = o_p \left( \frac{1}{\sqrt{n}} \right).
\]

In particular, we obtain the following lemma. The proof is in Section S.2.2 of the supplementary appendix.

**Lemma A2.** Assume Assumptions 1, 3, 7, and 8 hold. Also assume that

(i) \( w(x) > 0 \) for all \( x \in (x, \til{\til{x}}) \) and \( \inf_{x \in X} \sigma(x) > 0 \),

(ii) \( \sup_{x \in X} \left( \sigma(x) - \til{\sigma}(x) \right) = o_p(1) \) and \( \|\Sigma \|^{1/2} \|\Sigma \|^{1/2} = o_p(1) \).

Then

\[
\sup_{x \in X} \left( \til{g}_i(x, \til{\hat{\beta}}, \til{\Sigma}) - \til{g}_i(x, \til{\hat{\beta}}, \til{\Sigma}) \right) = o_p \left( \frac{1}{\sqrt{n}} \right)
\]

and

\[
\sup_{x \in X} \left( \til{g}_i(x, \hat{\beta}, \Sigma) - \til{g}_i(x, \hat{\beta}, \Sigma) \right) = o_p \left( \frac{1}{\sqrt{n}} \right).
\]

Appendix B. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jeconom.2018.01.006.
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