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The effectiveness of capital punishment in deterring homicides has remained unclear despite the fact that the Supreme Court’s moratorium on capital punishment and the subsequent adoption of capital punishment by a subset of states, combined with very different rates of execution across polities, would appear to be an ideal environment for revealing deterrence effects using panel data methods. One can find papers that argue that postmoratorium data reveal large deterrent effects (Dezhbakhsh, Rubin, and Shepherd 2003 (DRS hereafter); Zimmerman 2004), fail to provide evidence of a deterrent effect (Donohue and Wolters 2005; Durlauf, Navarro, and Rivers 2010 (DNR hereafter)), or provide a mixture of positive deterrence and negative deterrence (brutalization) effects depending on the frequency of execution (Shepherd 2005).

The presence of disparate results on the deterrent effect of capital punishment is not, by itself, surprising. Social scientists have long understood that the data “do not speak for themselves,” and so empirical analyses that involve substantive social science questions, such as the measurement of deterrence, can do so only conditional on the choice of a statistical model. The disparate findings in the capital punishment literature reflect this model dependence. This is true even when one conditions on the modern panel literature in which the various models typically represent statistical instantiations of Becker’s (1968) rational choice model of crime. Thus, a common basis for understanding criminal behavior, in this case murder, is compatible with contradictory empirical findings because of the nonuniqueness of the mapping of the underlying behavioral theory to a statistical representation suitable for data analysis.

This article is designed to understand the sources of the disparate literature findings. Specifically, we consider how different substantive assumptions about the homicide process affect deterrence effect estimates. Since there is no a priori reason to assign probability 1 to any of the models we study, we constructively address the fact that one must account for the presence model uncertainty in the evaluation of the deterrent effect of capital punishment. Durlauf, Fu, and Navarro (forthcoming) (DFN hereafter) elaborate the analysis presented here.

Section I of the article outlines the way we think about model uncertainty. Section II describes the model space we employ to evaluate deterrence effects to capital punishment. Section III describes the data. Section IV provides our empirical results. Section V concludes.

I. Model Uncertainty

The importance of model uncertainty has been understood throughout the history of statistics, but our treatment follows Leamer (1978, 1983) in systematically exploring how different assumptions affect deterrence estimates. Suppose one wants to calculate a deterrence measure $D$. Conventional approaches to empirical work produce estimates of this measure given available data $d$ and the choice of a model $m$:

$$
\hat{D}(d,m).
$$

Accounting for model uncertainty is, thus, no deeper than understanding the role of $m$ in (1).
This article is not interested in resolving the differences between pairs of deterrence papers, as was the objective in Cohen-Cole et al. (2009). Our objective is to understand how different substantive assumptions about the homicide process affect deterrence estimates. We do not make the assumption that the “true” homicide process is part of the model space. While its absence would produce interpretation issues as to what the deterrence estimates mean, it does not preclude the exploration of the sensitivity of estimates to alternative modeling assumptions.

We eschew an emphasis on model averaging as a mechanism for reconciling different modelspecific estimates. Our reason for this is that our goal is to understand how these assumptions determine deterrence findings. Given our focus on substantive differences, one can well imagine strong disagreements on the choice of a prior by either analysts or policymakers. We do report averaged estimates under a uniform model prior assumption to provide a summary statistic.

II. Model Space

The elements of our model space are outcome equations for murder rates, each of which is a modification of the baseline regression in DRS:

\[
M_{c,t} = P_{c,t}(A)\beta_A + P_{c,t}(S|A)\beta_S + P_{c,t}(E|S)\beta_E + X_{c,t}\gamma + \theta_t + \xi_{c,t},
\]

where \(M_{c,t}\) is a measure of the murder rate in county \(c\) at time \(t\), \(P_{c,t}(A)\) is the probability that a murderer is caught, i.e., the apprehension rate for murders. \(P_{c,t}(S|A)\) is the probability that an apprehended murderer is sentenced to death. \(P_{c,t}(E|S)\) is the probability that a death sentence is carried out given a death sentence. \(X_{c,t}\) are demographic and economic characteristics of the county. \(\theta_t\) and \(\theta_c\) are county and time fixed effects. \(\xi_{c,t}\) is a zero mean residual that is assumed to be independent of \(X_{c,t}\) but not of \(P_{c,t}(A), P_{c,t}(S|A)\), and \(P_{c,t}(E|S)\).

We construct a model space by considering four distinct sources of model uncertainty. It is appropriate to think of our analysis as forming models by the resolution of the model uncertainty from each of these sources. The first source of model uncertainty is generated by alternative assumptions on the underlying probability model generating equation (2). As shown in DNR, justifying the linear structure in (2) as the aggregation of individual decisions requires that the binary choices of the individuals obey a linear probability model.

Linear probability models impose very stringent assumptions on the individual-level analogs of \(\xi_{c,t}\) in order to ensure that probabilities are always bounded between 0 and 1. For this reason, we contrast (2) with a model in which the individual murder choices obey the standard logit model. DNR show that these aggregate murder rates will follow

\[
\ln \left( \frac{M_{c,t}}{1 - M_{c,t}} \right) = P_{c,t}(A)\beta_A + P_{c,t}(S|A)\beta_S + P_{c,t}(E|S)\beta_E + X_{c,t}\gamma + \theta_t + \xi_{c,t}.
\]

Our second source of model uncertainty involves the choice of probabilities employed in equations (2) and (3). We refer to this as model uncertainty about the determinants of choice under uncertainty. The conditional probabilities that appear in equation (2) represent an assumption about how the likelihood of punishment affects individual choices. Although used in the empirical literature, these are not the appropriate probabilities to employ if potential murderers obey the rational choice model of crime. DNR show that, under the linear probability model assumption, the probabilities that derive from utility maximization produce the aggregate murder equation

\[
M_{c,t} = P_{c,t}(A)\beta_A + P_{c,t}(A,S)\beta_S + P_{c,t}(A,S,E)\beta_E + X_{c,t}\gamma + \theta_t + \xi_{c,t}.
\]
The differences between (4) and (2) are immediate when one notes that $P_{c,t}(A, S) = P_{c,t}(S | A)P_{c,t}(A)$ and $P_{c,t}(A, S, E) = P_{c,t}(E | S) \times P_{c,t}(S | A)P_{c,t}(A)$, so that the probabilities in (2) interact to produce the regressors in (4). We are unaware of any formal justification for the use of conditional probabilities as appears in (2).

Our third source of model uncertainty, following Shepherd (2005), allows for state-specific coefficients in the probability of execution. We call this model uncertainty about state-level heterogeneity. Formally, if one defines an indicator variable $\delta_{c,t}$ which equals 1 if county $c$ is in state $s$ and 0 otherwise, Shepherd replaces $P_{c,t}(E | S)\beta_{E}$ with $\sum_s \delta_{c,t} P_{c,t}(E | S)\beta_{E,s}$ in equation (2). While Shepherd does not motivate her decision to introduce state-level heterogeneity only for this conditional probability, we restrict ourselves to the narrow form of heterogeneity considered by Shepherd in order to maintain closer touch to the existing literature.

Our final source of model uncertainty arises as a consequence of the murder rate being zero in many county-time observations in our data. For models based on the logistic probability model, the left-hand-side variable is a log transformation of the murder rate; thus, this variable is not defined for those county-time pairs for which the murder rate is zero. One possibility is to follow DNR and drop observations for which the murder rate is zero. This is a valid approach if the county-time pairs with zero murder rates are a random subsample of the data given the observable characteristics. However, there is no good reason to think that the zero-murder-rate observations are random. We therefore introduce a fourth form of model uncertainty: model uncertainty about exchangeability of county-time pairs with no murders and those with murders. While we refer to this as uncertainty about exchangeability between subsets of observations, it also encompasses issues normally associated with selection on unobservables. In order to account for the potential endogeneity of the zero murder county-time pairs, we employ control functions. Details may be found in DFN.

Together, these four sources of uncertainty generate 20 distinct models. Figure 1 illustrates our four sources of model uncertainty using a tree structure.

III. Data

The data we use come from DRS, where sources and a complete description can be found. The dataset includes the murder rates for a panel of 3,054 counties for the 1977–1996 period. It also includes data on county assault and robbery rates, NRA state-level membership, data on population distribution by age, gender, and race as well as population density and data on per-capita income, income maintenance, and unemployment insurance payments.

We also use county-level data on murder arrests and murder sentencing as well as state-level data on executions of death-penalty inmates to estimate the probabilities of arrest, sentencing, and execution. We follow DRS in construction of probabilities. The probability of arrest is formed as the ratio of arrests to murders at time $t$. The lag between arrest and sentencing is reflected by constructing the probability of sentencing conditional on arrest as the ratio of death sentences at $t$ over arrest for murder at $t - 2$. Since the average lag between sentencing and execution is six years, the execution probability is constructed as the ratio of executions at $t$ to sentences at $t - 6$.

Finally, the dataset also includes data on expenditures on police and judicial legal system, prison admissions, as well as percentage of the state population who vote Republican in presidential elections. These variables represent
exclusion restrictions with respect to the murder equation, i.e., they are variables that help predict the probability of punishment but that are not included in the equation relating murders to these probabilities. As such, these variables may be used to instrument for the endogenous probabilities of arrest, sentencing, and execution.

IV. Results

The exact specification for the baseline model we estimate is given by

$$\frac{\text{Murders}_{c,s,t}}{(\text{Population}_{c,s,t}/100,000)} = \beta_1 \left( \frac{\text{HomicideArrests}_{c,s,t}}{\text{Murders}_{c,s,t}} \right) + \beta_2 \left( \frac{\text{DeathSentences}_{s,t}}{\text{Arrests}_{s,t-2}} \right) + \beta_3 \left( \frac{\text{Executions}_{s,t}}{\text{DeathSentences}_{s,t-6}} \right) + \gamma_1 \left( \frac{\text{Assaults}_{c,s,t}}{\text{Population}_{c,s,t}} \right) + \gamma_2 \left( \frac{\text{Robberies}_{c,s,t}}{\text{Population}_{c,s,t}} \right) + \gamma_3 \text{CountyDemographics}_{c,s,t} + \gamma_4 \text{CountyEconomy}_{c,s,t} + \gamma_5 \left( \frac{\text{NRAmembers}_{s,t}}{\text{Population}_{c,s,t}} \right) + \sum_c \text{CountyEffects}_c + \sum_t \text{TimeEffects}_t + \eta_{c,s,t}. $$

The other elements of the model space are variations of this baseline model as described in Section III. DFN contains details on estimation, which is based on the use of two-stage least squares to address endogeneity of the punishment probabilities.

In evaluating deterrence effects, the literature emphasizes the number of net lives saved per execution. For any model for the murder rate $M(e)$, where $e$ is the number of executions, net lives saved is calculated as

$$\text{Net Lives Saved} = -\left( \frac{\partial M(e)}{\partial e} \right) \times \text{Population} - 1,$$

where $\left( \frac{\partial M(e)}{\partial e} \right)$ is the derivative of the murder rate with respect to the number of executions implied by each model. We calculate net lives saved by evaluating the formula in (6) at the average values for states having the death penalty in 1996 as in DRS.

Table 1 presents our estimated measures of net lives saved. In all cases, the confidence intervals are such that we cannot reject the hypothesis of zero deterrence effects. Our confidence intervals are wider than those in DRS because we follow Donohue and Wolfers (2005) and obtain them using the nonparametric bootstrap, clustering at the state level. Figure 2 provides a visual summary of how model assumptions determine estimates of the net lives saved per execution based on using the average characteristics of a 1996 death penalty state.

What do our findings show? First, the estimates exhibit great dispersion across models. Depending on the model, one can claim that an additional criminal executed induces 63 additional murders or that it saves 21 lives. This demonstrates the ease with which a researcher can, through choice of modeling assumptions, produce evidence that each execution either costs many lives or saves many lives.

Second, a particular subset of models—linear models with constant coefficients—always predict positive net lives saved (i.e., a deterrence effect). This subset contains all cases in which a marginal execution saves lives. All other models predict negative net lives saved for an additional execution. The linearity and constant coefficient assumptions thus are critical in the determination of the sign of the deterrence effect.

Third, the magnitudes of the point estimates of net lives saved, given a stance on whether the deterrent effect is constant across states, differ mainly because of the choice of linear versus logistic specifications. Controlling for the other three sources of model uncertainty, the magnitudes of the point estimates from the linear
models are almost always larger (in absolute value) than those from the corresponding logistic models.

How might information be aggregated across the model space to draw overall conclusions on deterrence? Because one of the sources of uncertainty we consider involves different sample sizes (i.e., sometimes dropping the county-time pairs with zero murder rate), standard model averaging techniques cannot be employed. Instead, we separate our model space into two subspaces, one containing all eight models that drop the county-time pairs with zero murder rate, and another containing the 12 models that include all observations. For each subspace we calculate the posterior probability that \( m \) is the correct model given the data \( d \). That is, we calculate:

\[
\Pr(m|d) \propto \Pr(d|m)\Pr(m).
\]

Hence, the data and the substantive a priori theoretical commitments matter in determining the weights assigned to each model. We employ uniform priors in the calculation of (7) to reflect our lack of substantive prior knowledge about the models. We follow Eicher, Lenkoski, and Raftery (2009) to approximate \( \Pr(d|m) \).

In each of our two model subspaces the logistic model, with joint probabilities employed to measure deterrent effects, and with constant coefficients, possesses a posterior probability of one (where in one case we drop the county-time pairs with zero murder rate and in the other we control for selection on unobservables). This is interesting, since the joint probability specification is the one suggested by the appropriate decision problem facing a potential murderer, and because the logistic specification has more appealing statistical properties than the linear probability model. The failure of the state-specific coefficients models to receive any posterior weight suggests little evidentiary support in the data for Shepherd’s generalization.

For both of our model subspaces, the estimates suggest that an additional execution leads to approximately 15 more murders being committed. Hence, based on averaging, the marginal effect of an execution on the number of murders is positive. However, the standard errors of the estimates are large enough that the evidence for this conclusion is quite weak.

V. Conclusions

In this paper, we examine how four different types of model uncertainty affect deterrent effect estimates of capital punishment. We find that the choice of constant coefficients and a
linear probability model are required to produce a positive deterrent effect. We further find that the magnitudes of the coefficients are sensitive to whether a logistic or linear probability model is assumed for unobserved heterogeneity. In contrast, neither the use of joint probabilities versus the conditional probabilities, nor the restriction of the analysis to county-time pairs with positive numbers of murders, have a first-order effect on deterrence estimates. Our results reinforce the message of Heckman (2005): questions such as the deterrence effect of capital punishment cannot be understood outside the prism of models, and it is illusory to think that they can be answered independently of substantive assumptions on the determinants of individual behavior.
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