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Problem Set 3 Answers

x is a binomial random variable with n = 100 and p = .4.

T p30=mp x 3ipg = 100(4) + 310041 - 4)

= 40 + 3(4.8990) = (25.303, 54.697)

Since the interval lies in the range O to 100, we can use the normal approximatioﬁ to approximate
the probabilities.

(35 +.5) - 40
a. Px<35)= P[z s — o —
=Pz < ~.92)
= ,5000 —.3212 = .1788
(Using Table IV in Appendix B.) - z

b. P@0 s x < 50)
- (40 - .5) - 40 (50 +.5) - 40
Pl = —TtW]
=P(—-.10 = z < 2.14)
=P(-.10=<z<0)+P0s<z=s 214
= ,0398 + .4838 = .5236
(Using Table IV in Appendix B.)

g o (38 - .5) - 40
c. Px=38) P[z = _W—]

= Pz 2 —-.51)
= ,5000 + .1950 = .6950
(Using Table IV in Appendix B.) 510 z

Let x = trip time for the taxi service in minutes. The random variable x has an exponential
distribution with A = .05,

a.

b.

C.

= _1_ = 20 minutes

w= 1
* 05

P(x > 30) = ¢7:096G0 = =15 = 22313 (Table V, Appendix B)

P(Both taxis will be gone for more than 30 minutes)
= P(First taxi gone more than 30 minute N Second taxi gone more than 30 minutes)
= P(x > 30)P(x > 30) (by independence)

.223132

.049787

]

P(At least one taxi will return within 30 minutes)

= 1 — P(Both taxis will be gone for more than 30 minutes
1 — .049787 (Refer to previous part.)
950213



6.34 a. First we must compute g and o. The probability distribution for x is:
x | p&)

1
2
3
4

Wb W

p=E® = Y xpkx) = 1(.3) + 2(.2) + 3(.2) + 4(.3) = 2.5

2

?=EY @ -w =Y ¢ - ppe
= (T - 2.5%.3) + 2 — 2.5%(.2) + 3 — 2.52(2)+ (4 — 2.5%)(.3)
= 1.45
== =25, 0 = _f_-__.___\'l‘s=.l904
moE R e

b. By the Central Limit Theorem, the distribution of X is approximately normal. The sample
size, n = 40, is sufficiently large. Our answer does depend on n. If n is not sufficiently
large, the Central Limit Theorem would not apply.

610 a p=Y k) = 0[%] + 1[%] + 2[%] =1

b Sample x Probability Sample X Probability
0,0,0 0 1727 1,1,2 4/3 1/27
0,0, 1 1/3 1/27 1, 2,0 1 1/27
0,0,2 2/3 1/27 1,2,1 4/3 1/27
0,1,0 1/3 1/27 1,2,2 5/3 1/27
0,1,1 2/3 1/27 2,0,0 2/3 1/27
0,1,2 1 1/27 2,0, 1 1 1/27
0,2,0 2/3 1/27 2,0,2 4/3 1/27
0,2,1 1 1/27 2,1,0 1 1/27
0,2,2 4/3 1/27 2,1,1 4/3 1/27
1,0,0 1/3 1/27 2,1,2 5/3 1/27
,0,1 2/3 1727 2,2,0 4/3 1727
1,0,2 1 1727 2,2,1 5/3 1/27
1, 1,0 2/3 1/27 2,2,2 2 1/27
1, 1,1 1 1/27




* From the above table, the sampling distribution of the sample mean would be:

T x ___ Probability

0 1727

1/3 3727
2/3 6/27

1 7121
4/3 6/27
5/3 3/27

2 1/27

~ Sample m Probability Sample m Probability

0,0,0 0 1727 1, 1,2 1 1727
0,0,1 0 1727 1,2,0 1 1/27
0,0,2 0 1/27 1,2,1 1 1/27
0,1,0 0 1/27 L,2,2 2 1/27
0,1,1 1 1/27 2,0,0 0 1/27
0,1,2 1 1/27 2,0,1 1 1217
0,2,0 0 1/27 2,0,2 2 1/27
0,2,1 1 1/27 2,10 1 1727
0,2,2 2 1/27 2, 1,1 1 1/27
1,0,0 0 1/27 2,1,2 2 1/27
1,0, 1 1 1/27 2,2,0 2 1/27
1,0,2 1 1727 2,2,1 2 1/27
1, 1,0 1 1/27 2,2,2 2 1/27
1,1,1 1 1/27

From the above table, the sampling distribution of the sample median would be:

% Probabiliy
[1] TI27
1 13/27
2 7127

"—-=1+13+26+._?_+_4._§_+2._3_+._1_
i 0 Do ?[i?] 3[?’?] ‘5[5?] 1[27] 3[27] 3[27] 2[27]

Since E(X) = p, X is an unbiased estimator for u.

i A 13 7\
E(m) = Emp(m) 0[57_] + 1[5,’.] + 2[57] 1

Since E(m) = pn, m is an unbiased estimator for p.
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@ = Y (m - 1p(m)

f.  Since both the sample mean and median are unbiased and the variance is smaller for the sample
mean, it would be the preferred estimator of .

6.22  For this population and sample size, '
E(X) = p =100, 0; = o/fn = 104000 = 1/3

a.  Approximately 95% of the time, ¥ will be within two standard deviations of the mean, i.e.,

pt20=100 + 2 [%] = 100 + % = (99.33, 100.67). Almost all of the time, the sample

mean will be within three standard deviations of the mean, i.e., p + 36 =100 + 3 [%] =
100 + 1 = (99, 101).

b. No more than three standard deviations, i.e., 3 [%] =1

c.  No, the previous answer only depended on the standard deviation of the sampling distribution
of the sample mean, not the mean itself.

I - = .05

626 a pxz=pup=35 o=

5
y100

N

- 3,40 - 3.5 _ 3.60 - 3.5
5 : < 3. = ———— < <
b. P(3.40 < ¥ < 3.60) P[ - z -

=P(~2 < z2<2)=.4772 + 4772 = 9544
(using Table IV, Appendix B)

c. P(E >3.62) = P[z > iﬁz_‘.:‘ﬁ] = Pz > 2.40) = .5 — .4918 =.0082

05 (using Table IV, Appendix B)
5
d m=p=35 =L = _2_ = 0356
* Yo o

The mean of the sampling distribution of ¥ would stay the same, but the standard deviation
would decrease.

- 3.40 - 3.5 3.60 - 3.5
d < 3. = At bt .
P(3.40 < ¥ < 3.60) P[ 03536 <z< 03536

P(—2.83 < z < 2.83) = 4977 + .4977 = .9954
(using Table IV, Appendix B)

This probability is larger than when the sample size was 100.

P(F > 3.62) = P[z > 3;6_2_‘_3;5] =Pz>339)=.5-.5=0
{03536 (using Table IV, Appendix B)

This probability is smaller than when the sample size was 100.



7.4

726 a.

7.88

For confidence coefficient .95, & = .05 and a/2 = .05/2 = .025. From Table IV, Appendix
B, z 05 = 1.96. The confidence interval is:

Tt zw% =259 + 1.9627';- = 25.9 + .56 = (25.34, 26.46)
n \/

For confidence coefficient .90, & = ,10 and &/2 = .10/2 = .05. From Table IV, Appendix
B, z9s = 1.645. The confidence interval is:

T+ z_os% =259 + 1.645%'(:)7_ =25.9 + .47 = (25.43, 26.37)
n Y

For confidence coefficient .99, o = .01 and /2 = .01/2 = .005. From Table IV, Appendix
B, z 995 = 2.58. The confidence interval is:

X+ z,oos% =259 + 2.58-2?‘;_ =25.9 + .73 = (25.17, 26.63)
n ‘/

From the printout, the 95% confidence interval is (—4238%, 18,834%). We are 95%
confident that the true mean S-year revenue growth rate for the 1999 Technology Fast 500 is
between —4,238% and 18,834 %.

The population being sampled from must be normally distributed.
From the stem-and-leaf display in the printout, the data appear to be skewed to the right. The

data do not appear to have come from a normal distribution. Therefore, the 95% confidence
interval in part a may not be valid.

X _ 11,239 _ oen

a.  First we must computep: p = > =

n 43,732

To see if the sample size is sufficiently large:

bt30, ~p j:3|2nf2 - 257 + 3|;27f32%7§‘.;32 - 257 + .006 = (251, .263)

Since this interval is wholly contained in the interval (0, 1), we may conclude that the normal
approximation is reasonable.



For confidence coefficient .90, &=, 10-and /2 = .10/2 = .05. From Table IV, Appendix
B, z 45 = 1.645. The confidence interval is:

ﬁiz_o5l£n€ ~p11645|1’a = 257 & 1.645 31371775“22 - 257 + .003
R " - (254, .260)

We are 90% confident that the true percentage of U.S. adults who currently smoke is between
25.4% and 26.0%.

b.  First we must compute p: p = .;. = %;.;.’; = .241

To see if the sample size is sufficiently large:

. <} lﬁq \ |‘_—"5“.241(.7 %
. px 301, = p +3 = =241 + 3 B = 241 + .006 = (.235, .247)

Since this interval is wholly contained in the interval (0, 1), we may conclude that the normal
approximation is reasonable. ‘

For confidence coefficient .90, ¢ = .10 and a/2 = .10/2 = .05. From Table IV, Appendix
"B, 295 = 1.645. The confidence interval is: (

p:tzosl %p:l:1645|ﬁa - 241:|:1645|_‘.2_1¥%55_ 9 w241 + .003
x ’ = (238, .244)

We are 90% confident that the true percentage of U.S. adults who are former smokers is
between 23.8% and 24.4%.

7.58  For confidence coefficient .90, o = .10 and o/2 = .05. From Table IV, Appendix B,
o5 = 1.645.

For a width of .06, B = .06/2 = .03

PIPE _ (L64SPCITND) _ 4nap ~ 425

The sample size is n = (z“ 5
B? .03

You would need to take n = 425 samples.

The value P[t > ¢,] = a is the tabled entry for a particular number of degrees ot treedom.
a t, = 1.356 with 12 d.f. b t, = 2.485 with 25 d.f. ¢ tos = 1.746 with 16 d.f.

Y.l



Y.2

8.8

8.18

140

Calculatep = I= 500 = .280. Then an approximate 95% confidence interval for p is
n .
i} 28(.72
P+ 1.96 ] = .280£1.96 (72) = .280 £ .039
n 500

or .241 < p < .319.

Let p = average Libor rate for 3-month loans. Since many Western banks think that the reported
average Libor rate (.39) is too high, they want to show that the average is less than .39. The
appropriate hypotheses would be:

Hy p= .39
H: p < .39

a. Hy p=.36
H;: p < .36

X-po _ 323-.36 _

o5 V034 /64

Thé rejection region requires @ = .10 in the lower tail of the z-distribution. From Table IV,
Appendix B, z .19 = 1.28. ~The rejection region is z < —1.28.

The test statistic is z = -1.61

Since the observed value of the test statistic falls in the rejection region (z = —1.61 <
—1.28), Hy is rejected. There is sufficient evidence to indicate the mean is less than .36 at
a=.10. -

b. Ho: n= .36
H;: p# .36

The test statistic is z = —1.61 (see part a).

The rejection region requires &/2 = ,10/2 = ,05 in the each tail of the z-distribution. From
Table IV, Appendix B, z o5 = 1.645. The rejection region is z < —1.645 or z > 1.645.

Since the observed value of the test statistic does not fall in the rejection region (z = —1.61 ¢
—1.645), H, is not rejected. .There is insufficient evidence to indicate the mean is different
from .36 at o = .10,



a) The 99% confidence interval is
T+ 2a/2 55 = 005254 £ 2.575 x UL
= .005254 £ .0017145

= (.006969, .003540)

b) The t-statistic is

p— Top _ .007244-.004358 _ 002706 _ 9 516
s/V/n (.006453//36) .0010755 :

For 35 d.f. we have

tos2 = toos = 2025202 = 20315

2.516 > 2.0315 =we reject the hypothesis.

Assumptions are:
i) Underlying variable is normally distributed.
ii) 0.4538 is thought of fixed, not random variable.

c) No, since everything would be multiplied by 4.

The new t-statistic ¢’ is

/ _ .028976—.018152 _

v'= 025812/4/36 2.516

which is equal to the t-statistic ¢ found in part b)





