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I enjoyed reading this useful survey. But I think it was a little too negative about
the quality of economic forecasts. And there is one recommendation for future re-

search that I think deserves a little more emphasis.

I like to tell students that they should take the Henny Youngman approach to

evaluation of economic models or forecasts. I am referring to the old comedy routine

in which a straight man asks Henny Youngman, ‘‘How�s your wife?’’ And Young-
man replies, ‘‘Compared to what?’’

Similarly, when one is told that an economic forecast does well, or poorly, I be-

lieve that one should ask ‘‘Compared to what?’’ Complaints that forecasts are biased
(or are too tied to current conditions, or imply serially correlated forecast errors. . .)
are best made while offering alternative forecasts that suffer less from these failings.

Of course, it is useful as well to compare a forecast to an ideal one–one that is un-

biased, uncorrelated with information known when the forecast is made, has serially

uncorrelated forecast errors. . .
In general, I think the authors have been a bit too negative about the record of

economic forecasters, in part because of an unfair, or too narrow, standard of com-

parison. Two examples. First, I am not as sure as the authors are that a profession-
wide tendency to underestimate growth or inflation when either accelerates, or to

overestimate when either declines, is in and of itself a sign of serious trouble. In Sec-

tion 2.1.1, the authors cite the well-known Samuelson (1996) point that such a ten-

dency to under- or overestimate is a property of optimal forecasts. But they dismiss

this point a bit too quickly. Of course, one would like to have advance warnings of

recessions or of a resurgence in inflation. But insofar as either event is caused by a

large unpredictable shock, we have to reconcile ourselves to the inability of statistical

procedures to reliably produce a warning. As well, it is incumbent upon us to educate
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the users of our forecasts of that fact. More importantly, one needs to ask whether

there are alternative, feasible forecasts that would to better.

Second, I think we economists should take credit not only for good forecasts from

large, structural models that we develop, but also for good forecasts from small re-

duced form or time series models. Hence I interpret much of the survey in Section 3.3
as comparing two different types of economic forecasts rather than comparing eco-

nomic forecasts to non-economic ones. In this survey, some studies are cited in which

structural models fare better, while other cited studies find better performance in

time series models. In either case, the winner is an economic forecast.

A final point, unrelated to the ones just made, relates to directions for future re-

search. One such topic, which has been central to my recent theoretical econometric

research on forecasting, concerns statistical inference about forecast accuracy when

one has a time series (rather than just one or two observations) of forecasts and fore-
cast errors. Such inference can and should be used to improve forecast accuracy, by

helping us get a feel for whether one or another model has worked well, or better

than another model, simply because of chance. I believe that the authors and I are

in agreement on this point; for example, in the last paragraph of Section 1.4, they

recommend that differences between competing forecasts be tested for statistical sig-

nificance. The authors mention this only in passing, and do not give the reader guid-

ance about how to do so. While it would not be appropriate for them to devote

enormous space to the issue, I do think it deserves more attention.
The type of inference I have in mind helps first of all to compare a forecast to an

ideal one, by answering questions such as: Are one step ahead forecast errors serially

uncorrelated? Are a model�s forecast errors uncorrelated with its predictions? Does a
model have zero mean forecast errors? It also helps us compare two feasible fore-

casts, by answering questions such as: If one model has a lower mean-squared or

mean-absolute forecast error than another, or has forecasts that have yielded higher

utility or profit than another, is this likely due to sampling error, rather than a sys-

tematic tendency for one model to outpredict another?
My impression (hope?) is that it is obvious why it is useful to answer such ques-

tions, and that the reason most studies do not supply measures of uncertainty is that

the techniques to do so are not obvious or well-known. The good news is that a re-

cent literature has developed such techniques. Comparative advantage dictates that I

take my remaining space to outline some basic results.

A key question is how to account for the two conceptually distinct sources of un-

certainty that are present in most forecasting exercises: uncertainty about the ‘‘true’’

value of regression parameters used to make forecasts, and uncertainty that would be
present even if (counterfactually) one knew the regression parameters. Sometimes, one

can ignore uncertainty about regression parameters. This happens in particular when

the size of the sample of forecast errors is very small relative to the size of the samples

used to estimate regression parameters needed to form forecasts. (This point was

noted informally by Chong and Hendry (1986) in the context of tests of forecast en-

compassing, and was established formally and more generally in West (1996).)

West (1996) shows that one can usually ignore uncertainty about regression pa-

rameters when testing for (1) zero mean of forecast errors or (2) for equality of mean
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squared prediction errors, when predetermined variables are used to make the pre-

dictions. For testing for zero mean of (presumptively serially uncorrelated) one step

ahead forecast errors, the standard error is just: sample standard deviation of fore-

cast errors, divided by square root of number of forecast errors used in constructing

the sample mean. For equality of mean squared prediction errors, and more gener-
ally for a wide range of tests when the tests are applied to data in which the size of

the sample of forecast errors is very small relative to the number of observations used

to form regression estimates used in forecasting, the procedures described in Diebold

and Mariano (1995) or West and Cho (1995) are applicable.

Unfortunately, it will often be the case that both types of uncertainty matter. Tech-

niques to properly account for both types inevitably are more complicated than those

described in the preceding paragraph, though no more complicated than those used in

estimation of economic models. Instead of plowing through examples, let me egotisti-
cally suggest that the reader consult the McCracken andWest (2002) survey, or some-

what more technical papers such as: Clark and McCracken (2000), Corradi et al.

(1999), McCracken (1999, 2000), West and McCracken (1998) and West (1996,

2001a,b). Try it, you may like it, and I think it will help us learn how to forecast better.
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