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#### Abstract

The regression discontinuity model has recently become a commonly applied framework for empirical work in economics. Hahn, Todd, and Van der Klaauw (2001) provide a formal development of the identification of a treatment effect in this framework and also note the potential bias problems in its estimation. This bias difficulty is the result of a particular feature of the regression discontinuity treatment effect estimation problem that distinguishes it from typical semiparametric estimation problems where smoothness is lacking. Here, the discontinuity is not simply an obstacle to overcome in estimation; instead, the size of discontinuity is itself the object of estimation interest. In this paper, I derive the optimal rate of convergence for estimation of the regression discontinuity treatment effect. The optimal rate suggests that with appropriate choice of estimator the bias difficulties are no worse than would be found in the usual nonparametric conditional mean estimation problem (at an interior point of the covariate support). Two estimators are proposed that attain the optimal rate under varying conditions. One new estimator is based on Robinson's (1988) partially linear estimator. The other estimator uses local polynomial estimation and is optimal under a broader set of conditions.
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[^0]
## 1 Introduction

The regression discontinuity [RD] design has recently become a commonly applied framework for identification of treatment effects in economics. The RD design can be useful when there is a "cut-off" point in treatment assignment or in the probability of treatment assignment. Under weak smoothness conditions, the assignment near the cut-off behaves almost as if random. Regression discontinuity models typically use only the information very close to the shift to identify the treatment effect of interest without reliance on functional form assumptions. For example, Van der Klaauw (1996) examined the effect of a university's scholarship offer on the probability of an applicant choosing to attend that university. The scholarship amount offered was based on an underlying index of various individual characteristics observable to the econometrician. Cut-off points in the index were used by the college to group applicants into categories, and scholarship offers were given depending on the applicant category. This admissions procedure led to discontinuous shifts in the scholarship amount with respect to the index at the cut-off points. Van der Klaauw used the data near the discontinuities to estimate the causal effect of the scholarship amount on the probability of acceptance. The empirical literature applying the RD design in other contexts where a discontinuity in the treatment assignment exists includes Angrist and Lavy (1999), Battistin and Rettore (2002), Black (1999), Chay and Greenstone (1998), Lee (2001), and Pence (2002). The formal theoretical work in the econonometrics literature on identification and estimation in the RD model is apparently limited to the work of Hahn, Todd, and Van der Klaauw (2001). The present paper proposes two new estimators, derives the optimal convergence rate for semiparametric estimation of the treatment effect identified in the RD model, and finds that the proposed estimators attain the bound under varying conditions.

The lack of smoothness inherent in the RD model is not simply an obstacle to overcome in estimation; instead, the size of discontinuity itself is the object of interest. Semiparametric estimation of the discontinuity size is akin to estimation of a conditional expectation at two boundary points and differencing the results. Given this connection to boundary estimation, it is not surprising to
find that a nonparametric estimator, such as the Nadaraya-Watson estimator, for the RD treatment effect has poor asymptotic bias behavior. This poor bias behavior forces the bandwidth to shrink at a fast rate and hence leads to a slow convergence rate. Hahn, Todd, and Van der Klaauw (2001) suggest dealing with the bias by using a local linear estimator for the RD treatment effect and provide the associated distributional results.

In this paper, I establish that the optimal convergence rate for estimation of the treatment effect in the RD model is the same as Stone's (1980) optimal rate for estimation of a conditional expectation at an interior point of the covariate support. This result suggests that the apparent bias difficulties are completely surmountable. I propose two optimal kernel-based semiparametric estimators: a new estimator based on Robinson's (1988) partially linear estimator, and a local polynomial estimator that is the natural extension of the local linear estimator covered in Hahn, Todd, and Van der Klaauw (2001). While the usual intuition motivating Robinson's estimator in the partially linear model breaks down in the RD model, it still turns out that this estimator achieves the optimal rate of convergence for estimation of the RD treatment effect under a particular smoothness condition (namely, that the derivatives of the conditional expectation have identical right and left-hand limits at the discontinuity point). Moreover, the local polynomial estimator attains the optimal convergence rate even more generally. These estimators not only improve the asymptotic bias to the order of typical conditional expectation estimators at an interior point of the support, but in some cases actually exhibit further unexpected bias reductions. Both of these estimators are familiar from their use in other nonparametric settings, but their limiting distributions in the RD context are different than in previously studied models.

Section 2 discusses RD treatment effect identification results relevant to our semiparametric estimation problem and formally demonstrates that estimation of treatment effects in RD models is equivalent to estimation of the size of a discontinuity in a conditional expectation. In particular, given a dependent variable $y$ and a scalar covariate $x$, the jump size is given by

$$
\begin{equation*}
\alpha=\lim _{x \downarrow \bar{x}} E(y \mid x)-\lim _{x \uparrow \bar{x}} E(y \mid x) \tag{1}
\end{equation*}
$$

where $\bar{x}$ is the known discontinuity point of the conditional expectation $E(y \mid x)$. No finite parametriza-
tion of the conditional expectation is assumed, just smoothness away from the discontinuity, so estimating the jump size requires nonparametric techniques.

The connection to the conditional expectation boundary problem in nonparametric estimation is clear from equation (1). ${ }^{1}$ The usual bias issues in the boundary problem carry over to the RD case. Also, equation (1) makes apparent that only data near the discontinuity will be useful in estimating $\alpha$. Data far from the discontinuity could only contribute to estimation in the limit if more is known about the functional form of $E(y \mid x)$ thus violating the nonparametric assumption. From this intuition, we should expect a slower than parametric $\sqrt{n}$-rate for estimation of $\alpha$. This intuition is confirmed in sections 3 and 4 . In section 3 , we find that, under certain conditions, the partially linear and the local polynomial estimators have bias behavior like the difference of a conditional expectation at two interior points of support, where the differencing results in still further bias reduction. Due to this bias behavior, the limiting distribution of the local polynomial estimator does not follow from known results on the limiting distribution of such estimators at a boundary point (Fan and Gijbels 1996, Ruppert and Wand 1994). The new asymptotic distribution theory is given given in section 3. The asymptotic behavior of the partially linear estimator in the RD model is wholly different than its behavior in the canonical partially linear model (Robinson 1988). The new limiting distribution theory for this estimator is also covered in section 3 .

In section 4 , the optimal convergence rates are derived under a strong and weak set of smoothness conditions. The optimal rate is attained by the partially linear and local polynomial estimators. The relation of these results on best rates to the literature on optimal nonparametric conditional mean estimation, especially, optimal estimation at boundaries is also described in section 4. Section 5 discusses extending the results to more general RD models with multivariate covariates or unknown cut-off point. Section 6 concludes.

## 2 Regression Discontinuity Models

The theoretical connections between the regression discontinuity model and the treatment effect literature have been formally established in Hahn, Todd, and Van der Klaauw (2001). From

[^1]its inception in Thistlewaite and Campbell (1960), the regression discontinuity model has been termed "quasi-experimental", reflecting its intuitive connection to purely randomized experimental methods. Trochim (1984) distinguishes between two different incarnations of the discontinuity model, depending on whether the treatment assignment is related to the observed variable by a deterministic function (sharp design) or a stochastic function (fuzzy design).

If treatment assignment is given by the indicator variable $D \in\{0,1\}$, then the sharp design can be characterized by $D=\left\{\begin{array}{ll}1 & \text { if } Z \geq \bar{Z} \\ 0 & \text { if } Z<\bar{Z}\end{array}\right.$ where $Z$ is observed and the cut-off point $\bar{Z}$ is known. Let $Y_{1}$ and $Y_{0}$ be the potential outcomes corresponding to the two treatment assignments, and as usual, $Y=D Y_{1}+(1-D) Y_{0}$ is the observed outcome. Then under the smoothness assumption that $E\left(Y_{j} \mid Z\right)$ is continuous at $\bar{Z}$ for $j=0,1$, the expected causal effect of the treatment on the outcome is identified at the discontinuity point. In particular

$$
\begin{aligned}
\alpha & =E\left(Y_{1}-Y_{0} \mid \bar{Z}\right) \\
& =E\left(Y_{1} \mid \bar{Z}\right)-E\left(Y_{0} \mid \bar{Z}\right) \\
& =\lim _{Z \downarrow \bar{Z}} E\left(Y_{1} \mid Z\right)-\lim _{Z \uparrow \bar{Z}} E\left(Y_{0} \mid Z\right) \\
& =\lim _{Z \downarrow \bar{Z}} E(Y \mid Z)-\lim _{Z \uparrow \bar{Z}} E(Y \mid Z)
\end{aligned}
$$

Hence, the discontinuity in treatment assignment at $\bar{Z}$ provides an opportunity to observe the average difference in potential outcomes from points just on either side of the discontinuity. In the limit, this average difference represents the expected causal effect evaluated at the discontinuity, $Z=\bar{Z}$. Identification is achieved assuming only smoothness in expected potential outcomes at the discontinuity (and a positive density in a neighborhood of the discontinuity) without any parametric functional form restrictions.

In the fuzzy design, $E(D \mid Z)$ is discontinuous at $\bar{Z}$. Hahn, Todd, and Van der Klaauw (2001) discusses conditions under which the expected causal effect at $\bar{Z}$ is identified. For instance, the assumption that $Y_{1}-Y_{0}$ is independent of $D$ conditional on $Z$ is sufficient for identification. ${ }^{2}$

[^2]In this case, we obtain $E\left(Y_{1}-Y_{0} \mid Z=\bar{Z}\right)=\left[\lim _{Z \downarrow \bar{Z}} E(Y \mid Z)-\lim _{Z \uparrow \bar{Z}} E(Y \mid Z)\right] /\left[\lim _{Z \downarrow \bar{Z}} E(D \mid Z)\right.$ $\left.-\lim _{Z \uparrow \bar{Z}} E(D \mid Z)\right]$. The key point for our estimation purposes is that in all cases the causal effect is identified from an expression involving only the sizes of discontinuities in conditional expectations.

A special case of both sharp and fuzzy designs is the common treatment effects model, where $Y_{i, 1}-Y_{i, 0}=\alpha$ is constant across individuals. ${ }^{3}$ In this case identification of the treatment effect is achieved for sharp and fuzzy designs by only assuming smoothness in expected potential outcomes at $Z=\bar{Z}$. This case is important because with common treatment effects smoothness in expected potential outcomes translates directly into smoothness of $m(\cdot)$ in the corresponding estimation model (3) below (e.g. equal right and left hand side derivatives) at the discontinuity.

From the above expressions it is clear that the regression discontinuity approach only identifies a causal effect at the discontinuity. Without some additional functional form assumptions (e.g. common treatment effects) or additional discontinuity points, the result does not generalize to identify the average effect or effects at other values of $Z$. Nevertheless, the regression discontinuity model provides a useful framework for certain applications, and the above theoretical developments show where the regression discontinuity model fits into the treatment evaluation literature.

## 3 Semiparametric Kernel Estimators

For the purposes of the current work, the key point to take from the previous section is the finding that for each set of identifying assumptions, estimation of the RD treatment effect is equivalent to the problem of estimating the jump size of a discontinuity in a conditional expectation. We focus on estimation in the simplest RD model where the observed index in which the discontinuity occurs is scalar and no additional covariates are included. Below three different kernel-based approaches to semiparametric estimation are discussed. Since estimation in the RD model is analogous to nonparametric estimation at a boundary, where bias problems have received some attention, special consideration is given to the asymptotic bias behavior of each estimator. In particular, two proposed ing assumptions also lead to an expression for the treatment effect in terms of just discontinuities in conditional expectations.
${ }^{3}$ Note that a local common treatment effects assumption would also be sufficient for these results. That is, it is sufficient that the common treatment effect assumption only hold for observations in a neighborhood of $\bar{Z}$.
discontinuity jump size esimators are based on partially linear and local polynomial estimators which are often applied in different nonparametric models. The asymptotic bias of each of these two jump size estimators will be different than what would be expected from their limiting behavior in other nonparametric settings. These new asymptotic results are important for inference in RD applications. In the next section, an additional reason for emphasizing the partially linear and local polynomial estimators will be presented when obtaining optimal rates of convergence.

### 3.1 Assumptions

Before discussing the semiparametric kernel estimators in the following subsections, we introduce the main assumptions necessary to derive the limiting distributions for the estimators.

The first assumption concerns the choice of kernel for estimation:

ASSUMPTION 1 (a) $k(\cdot)$ is a symmetric, bounded, Lipschitz function, zero outside a bounded set; $\int k(u) d u=1$.
(b) For positive integer $s, \int k(u) u^{j} d u=0,1 \leq j \leq s-1$.

This assumption is fairly standard, allowing for higher-order bias-reducing kernels (an $s^{\text {th }}$ order kernel above). For $s \geq 3$, the function $k(\cdot)$ is necessarily somewhere negative to satisfy condition (b). By assuming that the kernel has a bounded support set, the remaining assumptions on the model only need to describe behavior local to the discontinuity, and the need for a trimming function is avoided. ${ }^{4}$

The second assumption concerns the RD model itself. Let $f_{0}$ denote the marginal density of $x$ and $m(x)$ denote the conditional expectation of $y$ given $x$ minus the discontinuity. Formally, $m(x)$ $=E(y \mid x)-\alpha \mathbf{1}\{x \geq \bar{x}\}$.

ASSumption 2 Suppose the data $\left(y_{i}, x_{i}\right)_{i=1, \ldots, n}$ is i.i.d. and $\alpha$ is defined by equation (1).
(a) For some compact interval $\mathcal{N}$ of $\bar{x}$ with $\bar{x} \in \operatorname{int}(\mathcal{N}), f_{0}$ is $l_{f}$ times continuously differentiable and bounded away from zero; $m(x)$ is $l_{m}$ times continuously differentiable for $x \in \mathcal{N} \backslash\{\bar{x}\}$, and $m$

[^3]is continuous at $\bar{x}$ with finite right and left-hand derivatives to order $l_{m}$.
(b) Right and left-hand derivatives of $m$ to order $l_{m}$ are equal at $\bar{x}$.

Assumption 2(a) assures sufficient smoothness on either side of the discontuity, but allows for unequal right and left-hand derivatives of $m$ (equivalently $E(y \mid x)$ ) at $\bar{x}$. Assumption $2(\mathrm{~b})$ imposes more smoothness in $m$ at $\bar{x}$. This part of the assumption will not affect the limiting distribution result for the Nadaraya-Watson estimator below, but will play an important role in the asymptotic bias of subsequent estimators. Part (b) would be implied by, for instance, smoothness in the derivatives of $E\left(Y_{0} \mid X\right)$ to order $l_{m}$ and a common treatment effect assumption for observations in a neighborhood of $\bar{x}$. Bounding the density away from zero in a neighborhood of $\bar{x}$ assures that there is positive density near the discontinuity and thus sufficient data for estimating the jump size. It also allows us to avoid the technical problems of a near-zero denominator.

The third assumption concerns the behavior of the moments of the outcome variable. Define $\varepsilon=y-E(y \mid x)=y-m(x)-\alpha \mathbf{1}\{x \geq \bar{x}\}$.

Assumption 3 (a) $\sigma^{2}(x)=E\left(\varepsilon^{2} \mid x\right)$ is continuous for $x \neq \bar{x}, x \in \mathcal{N}$, and the right and left-hand limits at $\bar{x}$ exist.
(b) For some $\zeta>0, E\left[|\varepsilon|^{2+\zeta} \mid x\right]$ is uniformly bounded on $\mathcal{N}$.

This assumption places no restrictions on the unconditional moments. Instead, only the behavior of conditional moments evaluated near the discontinuity is restricted. Part (b) of the assumption bounds the moments so that a central limit theorem can be applied to derive the limit distribution of the different estimators. Part (a) simply allows us to write the asymptotic variance expressions in a tractable form.

### 3.2 Nadaraya-Watson Estimation

The simplest kernel estimator of the discontinuity jump takes a kernel weighted average of observations on each side of the discontinuity and differences. Such an estimator is referred to as a Nadaraya-Watson estimator and is discussed in Hahn, Todd, and Van der Klaauw (2001). Here we briefly cover this estimator to formally establish the bias difficulty in estimation of the discontinuity


Figure 1
jump size. Our discussion then serves as a point of reference for the subsequent estimators with improved bias properties.

Usual Nadaraya-Watson estimation of $\alpha$ would proceed from a sample version of equation (1). To estimate the first term in the difference, one would average the values of $y$ corresponding to the observations with the $x$ 's just to the right of the discontinuity. The second term in the difference would be estimated similarly, and then the estimate of $\alpha$ would be given by the difference of the estimated first and second terms. The idea of using local averages to estimate the desired conditional expectations is captured by kernel regression. A specific kernel version of the estimation method just described follows. Given data $\left(y_{i}, x_{i}\right)_{i=1, \ldots, n}$, let

$$
\begin{equation*}
\tilde{\alpha}=\frac{\frac{1}{n} \sum_{i} k_{h}\left(\bar{x}-x_{i}\right) y_{i} d_{i}}{\frac{1}{n} \sum_{j} k_{h}\left(\bar{x}-x_{j}\right) d_{j}}-\frac{\frac{1}{n} \sum_{i} k_{h}\left(\bar{x}-x_{i}\right) y_{i}\left(1-d_{i}\right)}{\frac{1}{n} \sum_{j} k_{h}\left(\bar{x}-x_{j}\right)\left(1-d_{j}\right)} \tag{2}
\end{equation*}
$$

where $d_{i}=\mathbf{1}\left\{x_{i} \geq \bar{x}\right\}, \mathbf{1}\{A\}$ is an indicator for the event $A, k_{h}(\cdot)=\frac{1}{h} k(\dot{\bar{h}}), k(\cdot)$ is a kernel function, and $h$ denotes a bandwidth that controls the size of the local neighborhood to be averaged over. The first term in $\tilde{\alpha}$ is a weighted average of the dependent variable values for data just to the right of the discontinuity, where the weights depend on the distance from the discontinuity $\left(\bar{x}-x_{i}\right)$, the bandwidth $h$, and the kernel $k$. Similarly, the second term estimates the left-hand side limit of the conditional expectation at the discontinuity.

Such an estimator is subject to the problems of many nonparametric methods at a boundary. Here, the bias at the boundary is $O(h)$, where $h$ is the bandwidth, whereas typical kernel regression
estimates at an interior point of the covariate support have a bias that is $O\left(h^{2}\right)$. For the example in Figure 1, due to the positive slope of $m$ near $\bar{x}$, observations just to the right of the discontinuity are more likely to be greater than the "intercept" $m(\bar{x})+\alpha$. So an average of such observations will generally provide an upward biased estimate of $m(\bar{x})+\alpha$. Similarly, an average of observations just to the left of the discontinuity would provide a downward biased estimate of $m(\bar{x})$. A kernel regression estimate at an interior point behaves like the sum of these two averages, so that the biases from each side tend to cancel giving the lower order of bias. On the other hand, estimating the discontinuity jump involves differencing these averages which, if anything, compounds the bias problem. Higher-order bias-reducing kernels do not improve this bias problem. These ideas are formalized in the following theorem, which is a straightforward corollary of standard results on the limiting distribution of Nadaraya-Watson estimators at a boundary point.

Theorem 1 Suppose Assumptions 1(a), 2(a), and 3 hold with $l_{m}$ any positive integer and $l_{f}$ any nonnegative integer. If $h \longrightarrow 0$, nh $\longrightarrow \infty$ and $h \sqrt{n h} \longrightarrow C$, where $0 \leq C<\infty$, then

$$
\sqrt{n h}(\tilde{\alpha}-\alpha) \xrightarrow{d} N\left(C 2 K_{1}(0)\left(m^{\prime+}(\bar{x})+m^{\prime-}(\bar{x})\right), 4 \delta_{0} \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{f_{0}(\bar{x})}\right)
$$

where

$$
\delta_{0}=\int_{0}^{\infty} k^{2}(u) d u \quad \text { and } \quad K_{1}(w)=\int_{w}^{\infty} k(u) u d u .
$$

PROOF: see Appendix A

Since the observations used in the first and second terms of the difference defining $\tilde{\alpha}$ are independent, the asymptotic variance consists of the sum of asymptotic variances for each term. Its form is familiar from the usual asymptotic variance formula for Nadaraya-Watson estimators at interior points.

The asymptotic bias is written in a form that underscores its dependence on the rate at which the bandwidth approaches zero. When $C=0$, we are "under-smoothing" and the asymptotic bias is zero. When $h \sim n^{-1 / 3}, \tilde{\alpha}$ achieves its fastest rate of convergence ( $n^{1 / 3}$ ) and the asymptotic
bias term is non-negligible. From this formula, we see formally that the bias of $\tilde{\alpha}$ is of order $O(h)$. If Assumptions $1(\mathrm{~b})$ and $2(\mathrm{~b})$ are added to the conditions of Theorem 1 , the asymptotic distribution does not change. That is, higher-order bias-reducing kernels do not affect the order of the asymptotic bias, so that $s$ does not enter into the limiting distribution. ${ }^{5}$ Also, equality or inequality of the right and left-hand derivatives of $m$ at $\bar{x}$ does not affect the order of the asymptotic bias (unless the sum of the right and left-hand derivatives happened to exactly equal zero).

The bias behavior of the Nadaraya-Watson estimator follows from the form of the RD treatment effect in equation (1). It is exactly what one would expect from taking the difference of two boundary estimates. This expected order $O(h)$ asymptotic bias will serve as a basis for comparison with the estimators discussed next.

### 3.3 Partially Linear Estimation

The discontinuous conditional expectation given in (1) can be rewritten in a slightly different form,

$$
\begin{equation*}
y=m(x)+d \alpha+\varepsilon, \quad \text { where } E(\varepsilon \mid x, d)=0 \text { and } d=1\{x \geq \bar{x}\} \tag{3}
\end{equation*}
$$

Assuming $m(\cdot)$ is continuous at $\bar{x}, \alpha$ represents the jump size of the discontinuity at $\bar{x}$. Written in this form, the model appears to be of the usual partially linear type, as considered by Engle, Granger, Rice, and Weiss (1986), where the discontinuity jump corresponds to the linear parametric component. Estimation of partially linear models has been considered in Chen (1988), Heckman (1986), Rice (1986), Robinson (1988), and Speckman (1988). Stock (1989) applied these semiparametric techniques. Estimation in the partially linear model is one of the prime successes of semiparametrics. In particular, despite the presence of a nonparametric component, the parametric component can be estimated at a $\sqrt{n}$-rate. Below we focus on Robinson's (1988) estimation method. We will first point out that the model in (3) differs from the traditional partially linear model in important ways, making the use of Robinson's partially linear estimator questionable.

The partially linear estimator is motivated by subtracting the conditional expectation with

[^4]respect to $x$ from both sides of (3),
\[

$$
\begin{equation*}
y-E(y \mid x)=\alpha(d-E(d \mid x))+\varepsilon \tag{4}
\end{equation*}
$$

\]

This partialling out idea is the natural nonparametric extension of the same idea in the fully linear model. The intuition for the partially linear estimator is to first use nonparametric regression to estimate the conditional expectations and form the residuals $\hat{\eta}_{i}=y_{i}-\hat{E}\left(y \mid x_{i}\right)$ and $\hat{\nu}_{i}=d_{i}-\hat{E}\left(d \mid x_{i}\right)$. Then apply least squares to the residuals to obtain an estimate of $\alpha, \hat{\alpha}=\left[\sum_{i} \hat{\nu}_{i} \hat{\nu}_{i}^{\prime}\right]^{-1} \sum_{i} \hat{\nu}_{i} \hat{\eta}_{i}$. Robinson shows that the fact that the conditional expectations in the partially linear analog of (4) are estimated before applying least squares does not affect the limiting distribution of the estimator. That is, the limiting distribution of $\hat{\alpha}$ is the same as the least squares estimate from (4) with known $E(y \mid x)$ and $E(d \mid x)$. Under certain regularity conditions, Robinson provides a necessary and sufficient condition for $\sqrt{n}$-consistency with asymptotic normality.

$$
\sqrt{n}(\hat{\alpha}-\alpha) \xrightarrow{d} N\left(0, \sigma^{2} E\left[(d-E(d \mid x))^{2}\right]^{-1}\right)^{6}
$$

if and only if

$$
E\left[(d-E(d \mid x))^{2}\right] \text { is positive definite. }
$$

The specification (3), and in particular the condition $d=\mathbf{1}\{x \geq \bar{x}\}$, present some problems with this approach that ultimately lead to failure of the necessary and sufficient positive definiteness condition in the RD model. First, $E(d \mid x)$ is discontinuous and so violates the smoothness assumption needed for consistent nonparametric estimation. As a result, the usual nonparametric regression estimator $\hat{E}(d \mid x)$ would be inconsistent at the discontinuity point $\bar{x}$, which would appear to be a stumbling block in estimation of $\alpha$. Second, $d$ is a deterministic function of $x(d=\mathbf{1}(x \geq \bar{x}))$, and so $d-E(d \mid x)=0$. Thus we lose the intuition from the partialling out equation (4), which can now be written more simply as $y-E(y \mid x)=\varepsilon$. Partialling out with respect to $x$ completely partials out the linear (parametric) term too. If we proceeded with partialling out, the residuals ( $\hat{\nu}$ ) would be $d-\hat{E}(d \mid x)=[d-E(d \mid x)]+[E(d \mid x)-\hat{E}(d \mid x)]=E(d \mid x)-\hat{E}(d \mid x)$. In the usual partially linear framework, $E(d \mid x)-\hat{E}(d \mid x)$ is small enough that the residual, $\hat{\nu}$, is mostly approximating the term

[^5]$d-E(d \mid x)$. In the discontinuity model, $d-E(d \mid x)=0$ so the residual, $\hat{\nu}=E(d \mid x)-\hat{E}(d \mid x)$, is just the error in estimating a discontinuous conditional expectation by nonparametric regression. Stated differently, $d-\hat{E}(d \mid x)$ is simply a noisy estimate of $0=d-E(d \mid x)$. Moreover, note that the necessary and sufficient condition (positive definiteness of $E(d-E(d \mid x))^{2}$ ) in Robinson's asymptotic normality result for the partially linear estimator fails in the discontinuity model (3).

The partially linear estimator is known for obtaining root- $n$ consistent estimates of the parameter of the linear component. In the discontinuity model, $\alpha$ is the parameter of the linear part. From the earlier intuition that only data near the discontinuity is useful in estimation of $\alpha$, it's clear that $\alpha$ is only estimable at a nonparametric rate. In section 4 , this intuition is formalized by providing results on optimal rates of convergence for estimation of $\alpha$.

We now turn to a different intuition for estimating $\alpha$ from (3) which will lead to an alternative motivation for using Robinson's approach in the RD model. Consider rewriting (3) as $(y-d \alpha)=$ $m(x)+\varepsilon$, and treating $\tilde{y}=(y-d \alpha)$ as the dependent variable. If we knew $\alpha$, then nonparametric estimation of $m$ using $\tilde{y}$ would be a standard exercise. And the resulting estimate $\tilde{m}$ of $m$ could then be used to provide a least squares estimate of $\alpha$ by subtracting that estimate from $y$ and choosing the estimate of $\alpha$ to minimize the squared difference between $y-\tilde{m}(x)$ and $d \alpha$. Clearly this procedure is infeasible since we do not know $\alpha$ to start with. But we can follow basically the same approach for unknown $\alpha$, essentially using a profiled estimator. More specifically, estimate $\alpha$ by finding the value that minimizes the average squared deviation between the dependent variable $(y-d \alpha)$ and the nonparametric estimate of $m(\cdot)$ (using $(y-d \alpha)$ as the dependent variable). Then our estimate of $\alpha$ comes from the following optimization problem.

$$
\begin{gather*}
\min _{\alpha} \sum_{i=1}^{n}\left[y_{i}-\alpha d_{i}-\sum_{j=1}^{n} w_{j}^{i}\left(y_{j}-\alpha d_{j}\right)\right]^{2}  \tag{5}\\
\text { where } w_{j}^{i}=\frac{k_{h}\left(x_{i}-x_{j}\right)}{\sum_{l=1}^{n} k_{h}\left(x_{i}-x_{l}\right)}
\end{gather*}
$$

A closer look at the individual terms in the objective function's sum reveals the intuition behind this estimator. First, we seek which terms in the sum are most important to the optimization, i.e. have more weight in the sum. Let $\hat{f}_{+}(x)=\frac{1}{n} \sum_{j=1}^{n} k_{h}\left(x-x_{j}\right) d_{j}$ and $\hat{f}_{-}(x)=\frac{1}{n} \sum_{j=1}^{n} k_{h}\left(x-x_{j}\right)(1-$
$\left.d_{j}\right)$. Then the kernel density estimate at $x$ is $\hat{f}_{0}(x)=\hat{f}_{+}(x)+\hat{f}_{-}(x)$, and $\hat{f}_{+}(x)$ is the part of the density estimate that comes from data to the right of the discontinuity and $\hat{f}_{-}(x)$ is the part that comes from the left. So if $x$ is very close to the discontinuity point $\bar{x}$, then we would expect $\hat{f}_{+}(x)$ and $\hat{f}_{-}(x)$ to be close in magnitude. On the other hand, if $x \gg \bar{x}$, then we would expect $\hat{f}_{+}(x)$ $\gg \hat{f}_{-}(x)$. The ratio of $\hat{f}_{+}(x)$ and $\hat{f}_{-}(x)$ determines the import of individual terms in the objective function sum. From the objective function (5), consider the portion of the deviation affected by the choice of $\alpha: \quad\left(d_{i}-\sum_{j} w_{j}^{i} d_{j}\right) \alpha=\left(d_{i} \frac{1}{1+\left(\hat{f}_{+}(x) / \hat{f}_{-}(x)\right)}-\left(1-d_{i}\right) \frac{1}{1+\left(\hat{f}_{-}(x) / \hat{f}_{+}(x)\right)}\right) \alpha . \quad$ So if $d_{i}=1$, i.e. $x_{i}>\bar{x}$, then the weight on observation $i$ is small if $\hat{f}_{+}(x) / \hat{f}_{-}(x)$ is large, i.e. $x_{i} \gg \bar{x}$. If $d_{i}=1$ and $x_{i}$ is close to $\bar{x}$, then $\hat{f}_{+}(x) / \hat{f}_{-}(x)$ is small and the weight on observation $i$ is relatively larger. Similarly, if $d_{i}=0$, the observations with $x_{i}$ very close to $\bar{x}$ have the greatest weight in the sum. Just as $\alpha$ is defined by the limiting behavior of the conditional expectation on either side of the discontinuity, the estimator defined in (5) is mostly determined by the data closest to the discontinuity.

If the true value of $\alpha$ were known, then we could let $\tilde{y}_{i}=y_{i}-d_{i} \alpha$, and $\tilde{m}\left(x_{i}\right)=\sum_{j} w_{j}^{i} \tilde{y}_{j}$ would be a consistent Nadaraya-Watson kernel regression estimate of $m\left(x_{i}\right)$. Thus in each term of the sum in (5), $\sum_{j} w_{j}^{i}\left(y_{j}-d_{j} \alpha\right)$ is close to $m\left(x_{i}\right)$ for appropriately chosen $\alpha$. Note here that the data from both sides of the discontinuity is used in regression estimation at each data point, in contrast to the Nadaraya-Watson estimator of $\alpha$ given in 3.2. In fact, from above we know that the data closest to the discontinuity will have the most weight and such points will make most use of data from the other side of the discontinuity. The whole term $\left[y_{i}-d_{i} \alpha-\sum_{j} w_{j}^{i}\left(y_{j}-d_{j} \alpha\right)\right]$ then gives the deviation of $y_{i}-d_{i} \alpha$ from an estimate of $m\left(x_{i}\right)$ where $\alpha$ is chosen to make this difference as small as possible.

Finally, of course, the objective function (5) has an analytic solution.

$$
\begin{align*}
& \hat{\alpha}=\left[\sum_{i}\left(d_{i}-\sum_{j} w_{j}^{i} d_{j}\right)^{2}\right]^{-1} \sum_{i}\left[\left(d_{i}-\sum_{j} w_{j}^{i} d_{j}\right)\left(y_{i}-\sum_{j} w_{j}^{i} y_{j}\right)\right]  \tag{6}\\
&= {\left[\sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right)\right]^{-1} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left(y_{i}-\sum_{j} w_{j}^{i} y_{j}\right)\right] } \\
&= \alpha+\left[\sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right)\right]^{-1} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left(\tilde{y}_{i}-\sum_{j} w_{j}^{i} \tilde{y}_{j}\right)\right] \\
& \hat{\alpha}-\alpha=\left[\frac{1}{n h} \sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right)\right]  \tag{7}\\
& \cdot \frac{1}{n h} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]\right.
\end{align*}
$$

From (6), it's clear that $\hat{\alpha}$ is the partially linear estimator for the model (3) treating $d_{i} \alpha$ as the linear part and partialling out with respect to the nonparametric part, $m\left(x_{i}\right)$. The Robinson estimator allows one to partial out with respect to the additive nonparametric part and still estimate the parametric part at a $n^{1 / 2}$-rate. In the present setting, the discontinuity jump cannot be estimated at a parametric rate, yet the same partialling out method still allows us to estimate the jump at a nonparametric rate. This result is perhaps unexpected, since we are able to nonparametrically partial out on the right hand side of equation (3) despite the fact that $E(d \mid x)$ is identically equal to $d$ and thus is discontinuous at $\bar{x}$.

The expression in (7) suggests that $\hat{\alpha}$ has reasonable asymptotic properties. The numerator of the expression contains a weighted average of $\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)$, which should approach zero if appropriately normalized. Next we formalize this intuition with an asymptotic normality result for $\hat{\alpha}$.

THEOREM 2 Suppose Assumptions 1 and 3 hold, and assume $s \geq 2$ and $\frac{n^{\frac{\zeta}{2+\zeta}} h}{\ln n} \longrightarrow \infty$.
(a) If Assumption 2(a) holds with $l_{f} \geq s, l_{m} \geq 2$, and $h^{2} \sqrt{n h} \longrightarrow C_{a}$, where $0 \leq C_{a}<\infty$, then

$$
\sqrt{n h}(\hat{\alpha}-\alpha) \xrightarrow{d} N\left(C_{a} b_{a}, v_{k} \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{4 f_{0}(\bar{x})}\right)
$$

(b) Let $I_{s}=\mathbf{1}\{s$ odd $\}$. If Assumption 2 holds with $l_{f} \geq s+I_{s}, l_{m} \geq s+1+I_{s}$, and $h^{s+1+I_{s}} \sqrt{n h} \longrightarrow$ $C_{b}$, where $0 \leq C_{b}<\infty$, then

$$
\sqrt{n h}(\hat{\alpha}-\alpha) \xrightarrow{d} N\left(C_{b} b_{b}, v_{k} \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{4 f_{0}(\bar{x})}\right)
$$

where

$$
\begin{aligned}
v_{k}= & \left(\int_{0}^{\infty} K_{0}^{2}(w) d w\right)^{-2} \int_{0}^{\infty}\left(K_{0}(w)+L(w)-L(-w)\right)^{2} d w, \\
b_{a}= & \left(2 f_{0}(\bar{x}) \int_{0}^{\infty} K_{0}^{2}(w) d w\right)^{-1} \int_{0}^{\infty}\left[2 K_{1}^{2}(v) \mu_{1}-K_{0}(v)\left(K_{2}(0)-K_{2}(v)\right)\left(\mu_{0}+2 \mu_{1}\right)\right. \\
& \left.-2 v K_{0}(v) K_{1}(v)\left(\mu_{0}+3 \mu_{1}\right)+v^{2} K_{0}^{2}(v)\left(\mu_{0}+2 \mu_{1}\right)\right] d v, \\
b_{b}= & \left.2 K_{s+I_{s}(0)\left(f_{0}(\bar{x}) \int_{0}^{\infty} K_{0}^{2}(w) d w\right)^{-1}\left[\frac{f_{0}^{\prime}(\bar{x})}{f_{0}(\bar{x})} g_{s+I_{s}}(\bar{x}) \int_{0}^{\infty} K_{1}(v) d v\right.} \quad-g_{s+I_{s}}^{\prime}(\bar{x}) \int_{0}^{\infty} K_{0}(v) v d v\right], \\
K_{j}(w)= & \int_{w}^{\infty} k(u) u^{j} d u \text { and } L(w)=\int_{0}^{\infty} K_{0}(u) k(u+w) d u, \\
\mu_{0}= & f_{0}(\bar{x})\left(m^{\prime \prime+}(\bar{x})-m^{\prime \prime-}(\bar{x})\right) \quad \text { and } \mu_{1}=f_{0}^{\prime}(\bar{x})\left(m^{\prime+}(\bar{x})-m^{\prime-}(\bar{x})\right), \text { and } \\
g_{t}(x)= & \sum_{j=1}^{t} \frac{m^{(j)}(x) f_{0}^{(t-j)}(x) .}{j!(t-j)!} .
\end{aligned}
$$

## PROOF: see Appendix A

This asymptotic normality result for $\hat{\alpha}$ will be complemented by a consistent variance estimator in section 3.5 to provide the basic tools for inference. Formally, the rate conditions above provide no practical guide to bandwidth choice (only a rate condition). While this theorem does not incorporate data-determined bandwidth choices, one could imagine using a leave-one-out crossvalidation criterion evaluated at points outside a bandwidth neighborhood of the discontinuity. The resulting bandwidth could be used as a guide for bandwidth choice.

While we've shown that the estimator $\hat{\alpha}$ is the partially linear estimator, it is important to notice that the asymptotic variance in Theorem 2 differs from the corresponding expression for Robinson's estimator for the parametric component in the traditional partially linear model.

Look first at the denominator in (6). In the usual partially linear model, the analogous denominator would converge in probability to $E\left[(d-E(d \mid x))^{2}\right]$. In the discontinuity case, $d=E(d \mid x)$, so $E\left[(d-E(d \mid x))^{2}\right]=0$ corresponding to the slower than $\sqrt{n}$-rate in this model. Here, $\frac{1}{n h} \sum_{i}$ $\left(d_{i}-\sum_{j} w_{j}^{i} d_{j}\right)^{2}=2 f_{0}(\bar{x}) \int_{0}^{\infty}\left(\int_{w}^{\infty} k(t) d t\right)^{2} d w+o_{p}(1)$. In the numerator of the expression (6) for $\sqrt{n h}(\hat{\alpha}-\alpha)$, we have $\frac{1}{\sqrt{n h}} \sum_{i}\left(d_{i}-\sum_{j} w_{j}^{i} d_{j}\right)\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]$. In Robinson's partially linear case, the latter part of the expression $\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)$ makes no contribution to the influence function. In the discontinuity case, both terms $\varepsilon_{i}$ and $\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)$, contribute to the influence function. In the numerator, the difference from the usual partially linear case is the leading term in the product, $d_{i}-\sum_{j} w_{j}^{i} d_{j}$. Again in the discontinuity case this term converges slowly to zero, so that as the sample size increases the influence of any fixed data point shrinks to zero (and more weight is given to new data points closer to the discontinuity) which leads to the nonparametric convergence rate.

To prove Theorem 2, I linearize the numerator of (7) and use the uniform convergence results of Appendix B to show the remainder ("quadratic") terms are asymptotically negligible. ${ }^{7}$ Andrews (1995) notes that $\sqrt{n}$-consistent semiparametric estimators often require uniform convergence results of the form $n^{1 / 4} \sup _{x}\left|\hat{f}_{0}(x)-f_{0}(x)\right|=o_{p}(1)$. However, in the regression discontinuity context, the slower rate of convergence would seem to analogously require the much stronger result that $\left(\frac{n}{h}\right)^{1 / 4} \sup _{x}\left|\hat{f}_{0}(x)-f_{0}(x)\right|=o_{p}(1)$. In fact, the assumptions of Theorem 2 need not be so strong and only the weaker uniform convergence condition, explored by Andrews (1995) for the $\sqrt{n}$-consistent semiparametric case, is needed here. The reason that only the weaker result is required here is that the averages in these remainder terms are only taken over observations $i$ with $x_{i}$ in a shrinking neighborhood of the cut-off $\bar{x}$. As a result, these averages are $O_{p}(h)$ (rather than $O_{p}(1)$ as in the $\sqrt{n}$-rate semiparametric cases), so that only the less stringent uniform convergence rate result is needed in Theorem $2 .{ }^{8}$

[^6]
## Bias

Since the asymptotic variance expression is the same in parts (a) and (b) of Theorem 2, the order of the asymptotic bias determines the fastest convergence rate for the partially linear estimator. In part (b) of the theorem, continuity of the derivatives of $m$ at $\bar{x}$ is assumed (Assumption 2(b)), while in part (a) it is not assumed. The order of the bias depends crucially on this condition. When smoothness of the derivatives of $m$ at $\bar{x}$ is not assumed, as in part (a), the order of the bias is $O\left(h^{2}\right)$. Higher-order bias-reducing kernels do not affect this rate. Comparing this rate to the order of bias for the Nadaraya-Watson estimator from Theorem 1, $O(h)$, the partially linear estimator already shows an improvement. That is, while the Nadaraya-Watson estimator behaves as one would expect from a boundary estimation problem, the partially linear estimator achieves an order of bias commensurate with kernel regression at an interior point of support, without higher-order kernels or derivative continuity in $m$ at $\bar{x}$.

When continuity in the derivatives of $m$ at $\bar{x}$ is assumed in part (b) of the theorem, the bias behavior becomes more interesting. In this case, the higher-order kernels are effective in reducing the bias further. In fact, given enough smoothness, the order of bias is reduced beyond what would be expected from a given higher-order kernel. If an $s^{\text {th }}$-order kernel is used in a typical interior point kernel regression problem, the asymptotic bias is of order $O\left(h^{s}\right)$. In the discontinuity problem, if $s$ is even, the partially linear estimator yields a bias of order $O\left(h^{s+1}\right)$. If $s$ is odd, the order of the bias is further improved at $O\left(h^{s+2}\right)$. Since symmetry of the kernels is assumed, for odd $s, \int k(u) u^{s} d u=0$. So it is not surprising that an order $s$ (odd) kernel achieves the same bias reduction as an $s+1$-order kernel given sufficient smoothness in $m$. However, in the next section on local polynomial estimation, it will be seen that similar odd/even bias reduction behavior occurs even without higher-order kernels.

Using the Nadaraya-Watson estimator to estimate the discontinuity jump, the bias can be characterized as in a boundary point estimation problem. On the other hand, if the derivatives of $m$ are continuous at $\bar{x}$, the bias of the partially linear estimator behaves quite differently. In the model (3), observations with $x \geq \bar{x}$ provide data on $m(x)+\alpha+\varepsilon$, while observations with $x<\bar{x}$ provide data on $m(x)+\varepsilon$. Hence, observations to the right of the discontinuity can be used to
estimate $m(\bar{x})+\alpha$ and observations to the left of $\bar{x}$ can be used to estimate $m(\bar{x})$. Now consider a different model, where for some $\eta \in(0,1)$

$$
\begin{equation*}
y=m(x)+d \alpha(x)+\varepsilon, \quad \text { where } E(\varepsilon \mid x, d)=0 \text { and } \operatorname{Pr}(d=1 \mid x) \in[\eta, 1-\eta] \text { for all } x . \tag{8}
\end{equation*}
$$

Now suppose the parameter of interest is $\alpha(\bar{x})$. In this model, observations on $m(x)+\alpha(x)+\varepsilon$ are available for $x$ 's to the right and left of the discontinuity, and similarly for $m(x)+\varepsilon$. The observations with $d=1$ can then be used to provide an interior point Nadaraya-Watson kernel regression estimate of $m(\bar{x})+\alpha(\bar{x})$, and the $d=0$ observations can be used to estimate $m(\bar{x})$. Each of these estimators would have the asymptotic bias associated with a typical interior support point kernel regression problem. Under certain conditions, when the estimators are differenced to obtain an estimator of $\alpha(\bar{x})$, the leading bias terms from each estimator cancel to yield a bias improvement over the interior point kernel regression estimators. The partially linear estimator in the discontinuity problem mimics the bias behavior of the Nadaraya-Watson kernel regression estimator in the above setup. That is, instead of inheriting the poor bias behavior of a boundary problem, the bias of the partially linear estimator behaves more like there's data available to estimate both $m(\bar{x})+\alpha$ and $m(\bar{x})$ on both sides of the discontinuity. The partially linear estimator achieves this performance by actually using data on both sides of the discontinuity to estimate each point of the regression function. This use of the data allows the higher-order kernels to be effective in bias reduction. In the next subsection, it is seen that the local polynomial estimator, like the Nadaraya-Watson estimator, uses the data on each side of the discontinuity separately and then differences the level estimates. Yet, the local polynomial estimator achieves the same order of bias reduction as the partially linear estimator under Assumption 2(b) and improves on the partially linear bias performance when Assumption 2(b) does not hold. Next, a more mathematical description of the bias reduction for the partially linear estimator is provided.

From (7), the bias is approximately proportional to $\frac{1}{h} E\left[d \frac{\bar{f}_{-}(x)}{f_{0}(x)}(\bar{m}(x)-m(x))\right]-\frac{1}{h} E[(1-$ $\left.\left.d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}(\bar{m}(x)-m(x))\right]$, where $\bar{m}(x)=\left(f_{0}(x)\right)^{-1} \int \frac{1}{h} k\left(\frac{x-u}{h}\right) f_{0}(u) m(u) d u, \bar{f}_{+}(x)=\int d(u) \frac{1}{h} k\left(\frac{x-u}{h}\right)$ $f_{0}(u) d u$, and $\bar{f}_{-}(x)=\int(1-d(u)) \frac{1}{h} k\left(\frac{x-u}{h}\right) f_{0}(u) d u$. Importantly, this bias expression involves the difference in the bias in estimates of $m(\cdot)$ at an interior point, in contrast to the Nadaraya-Watson
estimator of $\alpha$ which involves the nonparametric bias at a boundary. This advantage for $\hat{\alpha}$ comes from the use of data on both sides of the discontinuity in estimation of $m(\cdot)$. As $n$ gets large the weights $\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}$ and $d_{i} \frac{\bar{f}_{-}\left(x_{i}\right)}{\frac{f_{0}\left(x_{i}\right)}{}}$, on each term favor points closer to the discontinuity, and so these weights on each side tend to be close to a half. If the kernel regression bias $\bar{m}(x)-m(x)$ is smooth in a neighborhood of the discontinuity, then this difference can be approximated by a Taylor expansion. The leading, linear term of this expansion is zeroed out by the symmetry of the kernel, and the quadratic terms cancel in the differencing of the two bias terms. Thus without the use of higher-order bias-reducing kernels, the order of the bias for $\hat{\alpha}-\alpha$ is $O\left(h^{3}\right)$. Considering that the usual Nadaraya-Watson estimator $\tilde{\alpha}$ has bias of order $O(h)$ due to the boundary, the result that $\hat{\alpha}$ not only improves the bias to the usual order for kernel regression at an interior point $\left(O\left(h^{2}\right)\right)$ but actually improves upon that order is rather remarkable.

### 3.4 Local Polynomial Estimation

Local polynomial estimators (Fan 1992) are known for their nice boundary behavior (Fan and Gijbels 1996, Ruppert and Wand 1994). A direct application of local polynomial estimation to the regression discontinuity setting would simply estimate the level of the conditional expectation on each side of the boundary and subtract, as in Nadaraya-Watson estimation. However, by accounting for the polynomial type behavior of the conditional expectation near the boundary, the estimate of the level at the boundary is free of the biases associated with Nadaraya-Watson estimation. The bias reduction here is not accomplished by higher-order bias-reducing kernels, but by the polynomial "correction."

The order $p$ local polynomial estimator can be defined as follows. Suppose ( $\bar{\alpha}_{p+}, \bar{\beta}_{p+}$ ) is the solution to the following minimization problem.

$$
\begin{equation*}
\min _{a, b_{1}, \ldots, b_{p}} \frac{1}{n} \sum_{i=1}^{n} k_{h}\left(x_{i}-\bar{x}\right) d_{i}\left[y_{i}-a-b_{1}\left(x_{i}-\bar{x}\right)-\cdots-b_{p}\left(x_{i}-\bar{x}\right)^{p}\right]^{2} \tag{9}
\end{equation*}
$$

Similarly ( $\bar{\alpha}_{p-}, \bar{\beta}_{p-}$ ) minimizes the analogous criterion with $1-d_{i}$ replacing $d_{i}$. Then

$$
\bar{\alpha}_{p}=\bar{\alpha}_{p+}-\bar{\alpha}_{p-}
$$

Notice that if $p=0$, then this estimator (with no local polynomial correction) is identical to the

Nadaraya-Watson estimator. We, then, will focus on the cases with $p \geq 1$. Even when $p \geq 1$, the local polynomial estimator is very similar to the Nadaraya-Watson estimator in that $\bar{\alpha}_{p+}$ (and analogously $\bar{\alpha}_{p-}$ ) is simply a weighted average of the dependent variable from data just to one side of the discontinuity.

For our purposes, the polynomial term coefficients will be treated as nuisance parameters. Still it is worth pointing out that the optimal value $\bar{\beta}_{p-, j}$ of $b_{j}$ from (9) estimates the $j^{\text {th }}$ order righthand derivative of $m$ at $\bar{x}$. It is in this sense that local polynomial estimation directly accounts for the shape of the conditional expectation when estimating its level.

Hahn, Todd, and Van der Klaauw (2001) provide asymptotic distribution results for $p=1$ (local linear estimation) under Assumption 2(a) and a slightly different set of rate and moment conditions. The theorem below describes the asymptotic distribution for the local polynomial estimator, $\bar{\alpha}_{p}$, with $p \geq 1$. In the next section, it is shown that by considering "higher-order" polynomials, $\bar{\alpha}_{p}$ can achieve the optimal rate of convergence. Also, the asymptotic bias results for the local polynomial estimator in Theorem 3 provide an interesting comparison to the higher-order kernel results for the partially linear estimator in Theorem 2.

Theorem 3 Suppose Assumptions 1(a) and 3 hold.
(a) If Assumption 2(a) holds with $l_{f}$ nonnegative, $l_{m} \geq p+1$, and $n h \longrightarrow \infty, h^{p+1} \sqrt{n h} \longrightarrow C_{a}$, where $0 \leq C_{a}<\infty$, then

$$
\sqrt{n h}\left(\bar{\alpha}_{p}-\alpha\right) \xrightarrow{d} N\left(B_{a}, \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{f_{0}(\bar{x})} e_{1}^{\prime} \Gamma^{-1} \Delta \Gamma^{-1} e_{1}\right)
$$

(b) If $p$ is odd, Assumption 2 holds with $l_{f}$ a positive integer, $l_{m} \geq p+2$, and $n h^{3} \longrightarrow \infty$, $h^{p+2} \sqrt{n h} \longrightarrow C_{b}$, where $0 \leq C_{b}<\infty$, then

$$
\sqrt{n h}\left(\bar{\alpha}_{p}-\alpha\right) \xrightarrow{d} N\left(B_{b}, \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{f_{0}(\bar{x})} e_{1}^{\prime} \Gamma^{-1} \Delta \Gamma^{-1} e_{1}\right)
$$

where

$$
\begin{aligned}
B_{a}= & \frac{C_{a}}{(p+1)!}\left[m^{(p+1)+}(\bar{x})-(-1)^{p+1} m^{(p+1)-}(\bar{x})\right] e_{1} \Gamma^{-1}\left(\begin{array}{c}
\gamma_{p+1} \\
\vdots \\
\gamma_{2 p+1}
\end{array}\right), \\
B_{b}= & 2 C_{b}\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} \frac{f_{0}{ }^{\prime}(\bar{x})}{f_{0}(\bar{x})}+\frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right) e_{1}{ }^{\prime} \Gamma^{-1}\left(\begin{array}{c}
\gamma_{p+2} \\
\vdots \\
\gamma_{2 p+2}
\end{array}\right) \\
& -2 C_{b} \frac{m^{(p+1)}(\bar{x})}{(p+1)!} \frac{f_{0}^{\prime}(\bar{x})}{f_{0}(\bar{x})} e_{1}^{\prime} \Gamma^{-1} \Gamma_{(+1)} \Gamma^{-1}\left(\begin{array}{c}
\gamma_{p+1} \\
\vdots \\
\gamma_{2 p+1}
\end{array}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\Gamma & =\left[\begin{array}{ccc}
\gamma_{0} & \cdots & \gamma_{p} \\
\vdots & & \vdots \\
\gamma_{p} & \cdots & \gamma_{2 p}
\end{array}\right], \Gamma_{(+1)}=\left[\begin{array}{ccc}
\gamma_{1} & \cdots & \gamma_{p+1} \\
\vdots & & \vdots \\
\gamma_{p+1} & \cdots & \gamma_{2 p+1}
\end{array}\right], \text { and } \Delta=\left[\begin{array}{ccc}
\delta_{0} & \cdots & \delta_{p} \\
\vdots & & \vdots \\
\delta_{p} & \cdots & \delta_{2 p}
\end{array}\right], \\
e_{1} & =(1,0, \ldots, 0)^{\prime}, \quad \gamma_{j}=\int_{0}^{\infty} k(u) u^{j} d u \text { and } \delta_{j}=\int_{0}^{\infty} k^{2}(u) u^{j} d u .
\end{aligned}
$$

PROOF: see Appendix A

The asymptotic variance in this result is of the same form as in usual local polynomial estimation for conditional means. The part of the limiting distribution that is special to RD treatment effects is the asymptotic bias. From Theorem 3, we see the identical convergence rate behavior as in Theorem 2(b) which characterizes the partially linear estimator. That is, when Assumption 2(b) holds giving continuity in the derivatives of $m$ at $\bar{x}$, the local polynomial estimator also achieves an unexpectedly low order of asymptotic bias. For usual conditional expectation estimation, an order $p$ local polynomial has an asymptotic bias of oder $O\left(h^{p}\right)$. For the RD model, which would appear to have a problematic bias problem due to its boundary-like features, a local polynomial of order $p$ with $p$ even has improved asymptotic bias of order $O\left(h^{p+1}\right)$. Under Assumption 2(b), when $p$ is odd, the bias is $O\left(h^{p+2}\right)$, just as for the $p^{t h}$-order kernel partially linear estimator from Theorem 2(b).

The results in Theorem 3(a) present a different picture. Whereas the partially linear estimator has bias of order $O\left(h^{2}\right)$ when Assumption 2(b) fails, the order $p$ local polynomial estimator has
bias of order $O\left(h^{p+1}\right)$. Thus even without continuity in the derivatives of $m$ at $\bar{x}$, the local polynomial estimator improves on the bias behavior familiar from interior point conditional expectation estimation with local polynomials. That is, regardless of whether Assumption 2(b) is presumed to hold, the bias of the local polynomial estimator behaves analogous to kernel regression estimation of $\alpha(\bar{x})$ in the smooth version of model (8), as described in 3.3. In section 4, it will be seen that due to this bias behavior, the local polynomial estimator can be used to attain the optimal rate of convergence regardless of whether Assumption 2(b) holds or not.

Note that under Assumption 2(b), the local polynomial estimator could be modified to constrain the derivative estimates to be the same on either side of the discontinuity. In that case, an alternative estimator would be the solution for $a$ from the following optimization problem. ${ }^{9}$

$$
\begin{equation*}
\min _{c, a, b_{1}, \ldots, b_{p}} \frac{1}{n} \sum_{i=1}^{n} k_{h}\left(x_{i}-\bar{x}\right)\left[y_{i}-c-d_{i} a-b_{1}\left(x_{i}-\bar{x}\right)-\cdots-b_{p}\left(x_{i}-\bar{x}\right)^{p}\right]^{2} \tag{10}
\end{equation*}
$$

If Assumption 2(b) holds, this estimator might be preferred over $\bar{\alpha}_{p}$ since it uses the information contained in the derivative restriction in that assumption. However, like the partially linear estimator, this estimator will not have the dramatic bias reductions achieved by $\bar{\alpha}_{p}$ when Assumption 2(b) does not hold.

### 3.5 Variance Estimation

To perform inference using any of the estimators covered above, consistent estimates of the expressions in the limiting distribution are often desired. The asymptotic bias expressions in Theorems 1, 2 , and 3 involve complicated functionals of the kernel and the derivatives of $f_{0}$ and $m$ at $\bar{x}$. Consistent estimation of the levels and derivatives of $f_{0}$ and $m$ (or the right and left-hand limits and derivatives) is a straightforward nonparametric exercise, see Härdle (1990) or Pagan and Ullah (1999). As mentioned in 3.4, the relevant estimates for the derivatives of $m$ are a byproduct of the optimization in (9).

The only parts of the asymptotic variance expressions from Theorems 1,2 , and 3 that have to be estimated are $\sigma^{2+}(\bar{x}), \sigma^{2-}(\bar{x})$, and $f_{0}(\bar{x})$. The remaining part of each asymptotic variance expression is a functional of the kernel and can be calculated exactly. The density at the discontinuity, $f_{0}(\bar{x})$ can

[^7]be estimated consistently by kernel density estimation, as in Silverman (1992). The right and lefthand limits of the variance of the residual at the discontinuity can be estimated straightforwardly. Next a plug-in estimator is given for variance estimation that can be used with any of the RD estimators discussed above or others.

Suppose $\check{\alpha}$ is a consistent estimator for $\alpha$. Define right and left-hand variance estimators by

$$
\check{\sigma}^{2+}(\bar{x})=\frac{\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \check{\varepsilon}_{i}^{2}}{\frac{1}{2} \hat{f}_{0}(\bar{x})} \text { and } \quad \check{\sigma}^{2-}(\bar{x})=\frac{\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right)\left(1-d_{i}\right) \check{\varepsilon}_{i}^{2}}{\frac{1}{2} \hat{f}_{0}(\bar{x})}
$$

where

$$
\begin{aligned}
\check{\varepsilon}_{i} & =y_{i}-\check{m}\left(x_{i}\right)-d_{i} \check{\alpha} \text { and } \\
\check{m}(x) & =\frac{\frac{1}{n} \sum_{j=1}^{n} \frac{1}{h} k\left(\frac{x-x_{j}}{h}\right)\left(y_{j}-d_{j} \check{\alpha}\right)}{\hat{f}_{0}(x)}
\end{aligned}
$$

Theorem 4 Suppose Assumptions $1(a), 2(a)$, and 3 with $l_{f}$ and $l_{m}$ positive integers and $\zeta \geq 2$. If $\frac{\sqrt{n h^{2}}}{\ln n} \longrightarrow \infty$ and $\check{\alpha} \xrightarrow{p} \alpha$, then $\check{\sigma}^{2+}(\bar{x}) \xrightarrow{p} \sigma^{2+}(\bar{x})$ and $\check{\sigma}^{2-}(\bar{x}) \xrightarrow{p} \sigma^{2-}(\bar{x})$.

## Proof: see Appendix A

This result requires a more stringent moment condition (since $\zeta \geq 2$ ) than required for the limiting distribution results for estimators of $\alpha$ in the previous subsections, but otherwise presumes only the minimal parts of Assumptions 1, 2, and 3. In particular, this variance estimator and the above consistency theorem do not require continuity in the derivatives of $m$ at the discontinuity, as in Assumption 2(b), or the higher-order kernels of Assumption 1(b). Hence, this variance estimator is applicable under any of the conditions given in Theorems 1, 2, and 3 . Further, $\check{\alpha}$ could be set equal to any of the estimators discussed in subsections $3.2-3.4$, since it is simply required to be some consistent estimator of $\alpha$.

### 3.6 Fuzzy Design

From the discussion in section 2, estimation of the RD treatment effect in the sharp design is exactly equivalent to estimation of $\alpha$ in (1). Hence, the estimators discussed above are directly applicable
to the sharp design case. In the fuzzy design, the causal effect of interest can be expressed as the ratio of the discontinuity jumps in the conditional expectations of the outcome ( $y$ ) and treatment $(t)$. The discontinuity jump in the conditional expectation of the treatment is given by $\beta$ in $t=j(x)+d \beta+\eta$, where $E(\eta \mid x)=0$. If $\alpha$ and $\beta$ denote these two discontinuity jump sizes, then taking the quotient of estimates of $\alpha$ and $\beta$ gives an estimate of the fuzzy design RD treatment effect $\alpha / \beta$. The asymptotic distribution of any such estimator can then be computed straightforwardly by application of the Delta Method. Let $\check{\alpha}$ and $\check{\beta}$ be estimators of $\alpha$ and $\beta$.

Proposition 1 If

$$
\binom{\sqrt{n h}(\check{\alpha}-\alpha)}{\sqrt{n h}(\check{\beta}-\beta)} \xrightarrow{d} N\left(\binom{B_{\alpha}}{B_{\beta}},\left(\begin{array}{cc}
V_{\alpha} & C_{\alpha \beta} \\
C_{\alpha \beta} & V_{\beta}
\end{array}\right)\right),
$$

then

$$
\sqrt{n h}\left(\frac{\check{\alpha}}{\underset{\beta}{\check{ }}}-\frac{\alpha}{\beta}\right) \xrightarrow{d} N\left(\frac{1}{\beta} B_{\alpha}-\frac{\alpha}{\beta^{2}} B_{\beta}, \frac{1}{\beta^{2}} V_{\alpha}-2 \frac{\alpha}{\beta^{3}} C_{\alpha \beta}+\frac{\alpha^{2}}{\beta^{4}} V_{\beta}\right) .
$$

Proof: By the Delta Method.

If $\alpha$ and $\beta$ are estimated using one of the estimators from 3.2-3.4, then Theorem 1,2 , or 3 can be used to provide the limiting marginal distributions for $\sqrt{n h}(\check{\alpha}-\alpha)$ and $\sqrt{n h}(\check{\beta}-\beta)$. Hence, analytic expressions for $B_{\alpha}, B_{\beta}, V_{\alpha}$, and $V_{\beta}$ are given by the appropriate theorem. To complete the description of the limiting distribution for the RD treatment effect in the fuzzy design as given by $\sqrt{n h}\left(\frac{\check{\alpha}}{\tilde{\beta}}-\frac{\alpha}{\beta}\right)$ in Proposition 1, the joint limiting distribution of $\sqrt{n h}(\check{\alpha}-\alpha)$ and $\sqrt{n h}(\check{\beta}-\beta)$ is required. It follows that only the asymptotic covariance $C_{\alpha \beta}$ remains to be specified for each of the RD estimators.

Corollary 1 Suppose $\sigma_{\varepsilon \eta}(x)=E(\varepsilon \eta \mid x)$ is continuous for $x \neq \bar{x}, x \in \mathcal{N}$, and the right and lefthand limits at $\bar{x}$ exist.
(a) If $\check{\alpha}$ and $\check{\beta}$ are Nadaraya-Watson estimators and the conditions of Theorem 1 (along with the analogous conditions for the treatment $t$ ) are satisfied, then

$$
C_{\alpha \beta}=4 \delta_{0} \frac{\sigma_{\varepsilon \eta}^{+}(\bar{x})+\sigma_{\varepsilon \eta}^{-}(\bar{x})}{f_{0}(\bar{x})}
$$

(b) If $\check{\alpha}$ and $\check{\beta}$ are partially linear estimators and the conditions of Theorem 2(a) or (b) (along with the analogous conditions for the treatment t) are satisfied, then

$$
C_{\alpha \beta}=v_{k} \frac{\sigma_{\varepsilon \eta}^{+}(\bar{x})+\sigma_{\varepsilon \eta}^{-}(\bar{x})}{4 f_{0}(\bar{x})}
$$

(c) If $\check{\alpha}$ and $\check{\beta}$ are local polynomial estimators and the conditions of Theorem 3(a) or (b) (along with the analogous conditions for the treatment t) are satisfied, then

$$
C_{\alpha \beta}=\frac{\sigma_{\varepsilon \eta}^{+}(\bar{x})+\sigma_{\varepsilon \eta}^{-}(\bar{x})}{f_{0}(\bar{x})} e_{1}^{\prime} \Gamma^{-1} \Delta \Gamma^{-1} e_{1} .
$$

PROOF: In each case, the Cramer-Wold device can be used to establish the joint limiting distribution of $\sqrt{n h}(\check{\alpha}-\alpha)$ and $\sqrt{n h}(\check{\beta}-\beta)$ following closely the scalar derivation in the proof of the corresponding theorem. The derivations of the covariance expressions follow derivations of the expressions for $V_{\alpha}$ in the proof of the corresponding theorem.

This result is written to incorporate whatever convergence rates are called for by the smoothness and moments conditions of the relevant theorem. Note that covariance estimation proceeds just as variance estimation in 3.5. One could also imagine using different estimators for $\alpha$ and $\beta$, and their limiting joint distribution could then be derived from the influence functions given in the proofs of the corresponding theorems.

## 4 Optimal Rates of Convergence

The asymptotic results of the previous section seem to confirm the intuition that $\alpha$ can only be estimated at a slower than parametric $\sqrt{n}$-rate. In this section, we derive the optimal rate of convergence, under Stone's (1980) definition, for estimation of the discontinuity jump size.

Efficient nonparametric estimation of a conditional mean at an interior point of support has been studied extensively and corresponding optimal rates for a given smoothness class are well known. Conditional mean boundary estimation is considered in Cheng, Fan, and Marron (1997). Their efficiency criteria is minimaxity with respect to mean-squared-error risk over linear smoothers. ${ }^{10}$

[^8]This criteria allows them to characterize both best rates and best constants (and show the efficiency of local polynomial estimation at the boundary). Their efficiency results might be extended beyond the class of linear estimators by the modulus of continuity approach developed in Donoho and Liu (1987, 1991). Below we consider best rates as defined by Stone (1980). Stone rates do not depend on a choice of loss function and are established relative to all estimators (not just linear smoothers). They are essentially the rate at which a best test has nondegenerate local power.

Note that the Cheng-Fan-Marron best rate for conditional mean boundary point estimation among linear smoothers yields a lower bound for the corresponding Stone rate. On the other hand, optimal rates for estimation of a conditional mean at an interior point yields an upper bound on the optimal rate at the boundary. That is, for estimation purposes, an interior point could be treated as if it were a boundary point, so that boundary point estimators are included in the class of interior point estimators. Finally, note that these upper and lower bounds are equal, so the optimal rate for estimating a regression function at a boundary point of support is the same as the optimal rate at an interior point.

Below we derive results on best rates for estimation of a discontinuity jump size. From (1), the jump size can be expressed as the difference of conditional mean boundary points. Hence, the optimal rate for conditional mean boundary point estimation provides a lower bound on the optimal rate for jump size estimation and, in turn, for RD treatment effects. Theorem 5 below shows that even under Assumption 2(b), giving continuity in the derivatives of the regression function at the discontinuity point, this lower bound is tight. It follows that the partially linear and local estimators are, in fact, optimal as described below.

Stone (1980) establishes the optimal convergence rate for estimation of a conditional mean at a point. The best rate depends on the smoothness of the conditional mean (as well as the dimension of the conditioning variable). Define $\theta(x)=m(x)+\alpha \mathbf{1}\{x \geq \bar{x}\}$ and $\alpha(\theta)=\lim _{x \downarrow \bar{x}} \theta(x)-\lim _{x \uparrow \bar{x}} \theta(x)=$ $\alpha$, where the last equality assumes continuity of $m$ at $\bar{x}$. Then the optimal rate for estimation of $\alpha$ will depend on the class of allowable functions $\Theta$. Stone defines $r$ as an upper bound to the rate
of convergence if for every sequence of estimators $\left\{\check{\alpha}_{n}\right\}$,

$$
\begin{equation*}
\liminf _{n \longrightarrow \infty} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right|>c n^{-r}\right)>0 \quad \text { for all } c>0 \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{c \longrightarrow 0} \liminf _{n \longrightarrow \infty} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right|>c n^{-r}\right)=1 \tag{12}
\end{equation*}
$$

If $r$ is an upper bound to the rate of convergence and there exists an estimator $\breve{\alpha}_{n}$ such that

$$
\begin{equation*}
\lim _{c \longrightarrow \infty} \limsup _{n \longrightarrow \infty} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right|>c n^{-r}\right)=0, \tag{13}
\end{equation*}
$$

then $r$ is also an optimal rate of convergence. We will find that under Assumption 2(b), continuity in the derivatives of $m$ at $\bar{x}$, the partially linear estimator and the local polynomial estimator achieve the optimal rate of convergence. Moreover, when Assumption 2(b) fails, the local polynomial estimator still achieves the optimal rate, while the partially linear estimator generally does not. However, the order of the local polynomial estimator used to achieve optimality depends on whether Assumption 2(b) holds or not.

Let $\mathcal{C}_{p}$ denote the class of $p$ times continuously differentiable functions on $\mathcal{N}$. Suppose $m_{0}$ is a fixed continuous function; $\alpha_{0}$ is a fixed real number; and $\theta_{0}(x)=m_{0}(x)+\alpha_{0} \mathbf{1}\{x \geq \bar{x}\}$. Define $\Theta=\left\{\theta_{0}+\theta: \theta(x)=g(x)+\gamma \mathbf{1}\{x \geq \bar{x}\}, g \in \mathcal{C} \mathcal{C}_{p}, \gamma \in \mathbb{R}\right\}$. Given that $\theta$ is an unknown element of $\Theta$, the problem is to estimate $\alpha(\theta)$.

For the case when Assumption 2(b) fails, we also define $\overline{\mathcal{C}}_{p}$ to be the class of continuous functions on $\mathcal{N}$ and $p$ times continuously differentiable at $x \in \mathcal{N} \backslash\{\bar{x}\}$ with finite right and left-hand derivatives to order $p$ at $\bar{x}$. Correspondingly, let $\bar{\Theta}=\left\{\theta_{0}+\theta: \theta(x)=g(x)+\gamma \mathbf{1}\{x \geq \bar{x}\}, g \in \overline{\mathcal{C}_{p}}, \gamma \in \mathbb{R}\right\}$.

Given these definitions, optimal convergence rates for $\alpha$ are determined by equations (11), (12), and (13) for each of the two classes, $\Theta$ and $\bar{\Theta}$, of allowable conditional expectation functions. For each of the limiting distribution results in section 3, conditions are given on the conditional distribution of $y$ given $x$ that generates the observed data. To obtain an optimal rate result, a class of potential distributions indexed by $\theta$ must be considered. The next assumption specifies the manner in which the conditional distribution of $y$ given $x$ may depend on $\theta$.

Assumption 4 (a) The conditional distribution of $y$ given $x$ can be written as $f(y \mid x, \theta(x)) .{ }^{11}$ If $\mathcal{N}$ is a neighborhood of $\bar{x}$ as in Assumption 2, let $T$ denote an open interval containing $\{\theta(x)$ : $\theta \in \Theta$ and $x \in \mathcal{N}\}$. Suppose $f(y \mid x, t)$ is positive and twice continuously differentiable in $t$ on the support for $y$ and $\mathcal{N} \times T$, and $\int \sup _{t \in T}\left|\frac{\partial}{\partial t} f(y \mid x, t)\right| d y$ and $\int \sup _{t \in T}\left|\frac{\partial^{2}}{\partial t^{2}} f(y \mid x, t)\right| d y$ are finite.
(b) For some positive constants $\tau_{0}$ and $C$, there is a function $M(y \mid x, t)$ such that on $T,\left|l^{\prime \prime}(y \mid x, t+\tau)\right|$ $\leq M(y \mid x, t)$ for $|\tau| \leq \tau_{0}$ and $\int M(y \mid x, t) f(y \mid x, t) d y \leq C$.

The first part of this assumption assures that the order of integration and differentiation can be interchanged in the equation $\int f(y \mid x, t) d y=1$ to yield $\int \frac{\partial}{\partial t} f(y \mid x, t) d y=0$ and $\int \frac{\partial^{2}}{\partial t^{2}} f(y \mid x, t) d y=0$. These equations in conjunction with part (b) of the assumption will allow us to bound the first order term in a Taylor expansion of the likelihood function via the Cauchy-Schwarz Inequality and the information matrix equality. With Assumption 4 in hand, an optimal convergence rate result can now be stated.

The proof of the following result follows the approach outlined in Stone (1980). Given a true $\theta \in \Theta$, one constructs a sequence $\theta_{n} \in \Theta$ that approaches $\theta$. If $\theta$ and $\theta_{n}$ are difficult to distinguish using a best test, then typically $\check{\alpha}_{n}-\alpha$ is bounded below by $\left|\alpha\left(\theta_{n}\right)-\alpha(\theta)\right| / 2$. For appropriate choice of a "least favorable" sequence $\theta_{n}$, a meaningful upper bound to the rate of convergence is established. It then remains to show that some estimator achieves this upper rate to prove optimality of the rate.

Theorem 5 Suppose $x$ is absolutely continuous and its density $f_{0}$ and $\sigma^{2}(x)=\operatorname{Var}(y \mid x)$ are bounded away from zero and infinity on int $(\mathcal{N})$.
(a) If $\theta \in \Theta$ and the distribution of $(y, x)$ satisfies Assumption 4, then the optimal rate of convergence for estimation of $\alpha(\theta)$ is $\frac{p}{2 p+1}$;
(b) If $\theta \in \bar{\Theta}$ and the distribution of $(y, x)$ satisfies Assumption 4, then the optimal rate of convergence for estimation of $\alpha(\theta)$ is $\frac{p}{2 p+1}$.

[^9]PROOF: see Appendix A

These optimal rates are the same as those established by Stone for estimation of a conditional expectation at an interior point of the support. Both partially linear and local polynomial estimators achieve the optimal rate of part (a) of Theorem 5, while the partially linear estimator does not generally achieve the optimal rate under the conditions in (b). What this theorem does not reveal is the interesting way in which these estimators achieve the rate in part (a). Specifically, from Theorem 2, the partially linear estimator with bias-reducing kernels of order only $p-1$ (or only $p-2$ if $p$ is odd) achieve the optimal rate. Similarly, the local polynomial estimator only requires polynomials of order $p-1$ (or $p-2$ if $p$ is odd). In contrast, from Stone (1980), to achieve the above rates in estimation of a conditional mean at an interior point of support, one uses either bias-reducing kernels of order $p$ (using the Nadaraya-Watson estimator) or polynomials of order $p$. To attain the rate in part (b) of this theorem, the local polynomial estimator still only requires use of a polynomial of order $p-1$.

Note that the optimal convergence rate result of Theorem 5 can be extended naturally to the case of higher-dimensional covariates. In these cases, the optimal rate depends on the form of the discontinuity frontier.

## 5 Extensions

This paper has concentrated exclusively on the univariate RD model. The results here naturally extend to the multivariate model, where the covariate space is partitioned by a discontinuity frontier. The goal would be to estimate the size of the discontinuity jump in a conditional expectation along the frontier. The appropriate estimator would depend on the variation in the jump size along the frontier. When the discontinuity jump is not constant along the frontier, the size of the jump can be estimated at any point along the frontier. The local polynomial estimator extends straightforwardly to this case by simply using a multivariate local polynomial in estimation. On the other hand, the partially linear estimator naturally extends to the constant discontinuity frontier case. The same partially linear estimator as above can be used with a multivariate kernel and $d$ now denoting an
indicator for one part of the covariate space bounded by the discontinuity frontier. In both of these cases, the additional bias reductions seen in some of the univariate settings would require symmetry around the point or frontier where estimation occurs. ${ }^{12}$ Another natural extension to the partially linear estimator occurs when the additional covariate dimensions enter the conditional expectation in the form of an additively separable linear (or parametric) term. Then, estimation of the linear component at a parametric rate would not affect the limiting distribution of the discontinuity size estimates.

Another extension is the model with unknown discontinuity point (or frontier). As in the time series break point problem, estimators of the cut-off point have a faster convergence rate than the estimators of the discontinuity size and so do not affect the limiting distribution results given here. Results in this case would allow empirical applications of the RD design to the common case where the cut-off point is unknown.

## 6 Conclusion

As a semiparametric problem, estimation in the RD model differs from the typical case found in econometrics. Here the inherent non-smoothness given by the discontinuity is itself the object of estimation interest. Because nonparametric boundary estimation commonly encounters bias problems, RD estimation might be expected face bias difficulties, too. I find RD estimation can suffer bias problems, but we can overcome these problems by an appropriate choice of estimator.

In particular, I propose two estimators that attain the optimal convergence rate under varying conditions. Following the approach of Stone (1980), we establish upper bounds on the rate of convergence for estimation of the RD treatment effect under two sets of conditions. One set of conditions assumes smoothness in the derivatives of the conditional expectation at the discontinuity point, while under the other set of conditions, that smoothness assumption is relaxed. When the smoothness in the derivatives at the discontinuity holds, the upper bound can be attained using a partially linear estimator. The order of the bias-reducing kernel used in the partially linear estimator

[^10]to achieve a given order of bias reduction is actually lower than the order of the kernel required for the same bias reduction in the typical nonparametric problem of estimating a conditional mean at an interior point of the covariate support. Similar bias-reduction properties are enjoyed by the local polynomial estimator. In fact, the local polynomial estimator attains the upper bound on the rate of convergence under either set of smoothness conditions, making it a potentially more robust estimator.

## A Proofs

In the proofs below, let $C$ denote a generic positive constant. Also, given $\mathcal{N}$ as defined in Assumption 2 , let $\mathcal{N}_{0}$ be a compact interval such that $\bar{x} \in \operatorname{int}\left(\mathcal{N}_{0}\right)$ and $\mathcal{N}_{0} \subset \operatorname{int}(\mathcal{N})$. In accordance with Assumption 1(a), suppose the support of the kernel $k$ is $[-M, M]$.

PROOF OF THEOREM 1: As stated in section 3, the conclusion of Theorem 1 follows from standard results in nonparametric kernel estimation, as follows.

$$
\begin{aligned}
\sqrt{n h}(\tilde{\alpha}-\alpha)= & \frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i}\left[m\left(x_{i}\right)-m(\bar{x})+\varepsilon_{i}\right]}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j}} \\
& -\frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right)\left(1-d_{i}\right)\left[m\left(x_{i}\right)-m(\bar{x})+\varepsilon_{i}\right]}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right)\left(1-d_{j}\right)}
\end{aligned}
$$

First consider the denominator of the first term. Show $(n h)^{-1} \sum_{j} k\left(\left(\bar{x}-x_{j}\right) / h\right) d_{j} \xrightarrow{p} f_{0}(\bar{x}) / 2$.

$$
\begin{aligned}
\operatorname{Var}\left(\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j}\right) & \leq \frac{1}{n h^{2}} E\left[k^{2}\left(\frac{\bar{x}-x}{h}\right) d\right] \\
& =\frac{1}{n h} \int_{0}^{M} k^{2}(u) f_{0}(\bar{x}+u h) d u \\
& =O\left(\frac{1}{n h}\right)=o(1) .
\end{aligned}
$$

Then, by Chebyshev's Inequality,

$$
\begin{aligned}
\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j} & =E\left[\frac{1}{h} k\left(\frac{\bar{x}-x}{h}\right) d\right]+o_{p}(1) \\
& =f_{0}(\bar{x}) \int_{0}^{M} k(u) d u+o_{p}(1) \\
& =\frac{1}{2} f_{0}(\bar{x})+o_{p}(1)
\end{aligned}
$$

Similarly, $(n h)^{-1} \sum_{j} k\left(\left(\bar{x}-x_{j}\right) / h\right)\left(1-d_{j}\right) \xrightarrow{p} f_{0}(\bar{x}) / 2$.

Next verify Liapunov's condition. For large enough $n$,

$$
\begin{aligned}
\sum_{i} E\left|\frac{1}{\sqrt{n h}} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \varepsilon_{i}\right|^{2+\zeta} & =\frac{1}{(n h)^{\zeta / 2}} E\left[\frac{1}{h}\left|k\left(\frac{\bar{x}-x}{h}\right)\right|^{2+\zeta} d E\left(|\varepsilon|^{2+\zeta} \mid x\right)\right] \\
& \left.\leq \frac{1}{(n h)^{\zeta / 2}}\left[\sup _{x \in \mathcal{N}} E\left(|\varepsilon|^{2+\zeta} \mid x\right)\right] \int_{0}^{M} \right\rvert\, k(u)^{2+\zeta} f_{0}(\bar{x}+u h) d u \\
& =o(1)
\end{aligned}
$$

Thus the CLT can be applied. Derive the asymptotic variance,

$$
\begin{aligned}
\sum_{j} \operatorname{Var}\left(\frac{1}{\sqrt{n h}} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j} \varepsilon_{j}\right) & =E\left[\frac{1}{h} k^{2}\left(\frac{\bar{x}-x}{h}\right) d \sigma^{2}(x)\right] \\
& =\int_{0}^{M} k^{2}(u) \sigma^{2}(\bar{x}+u h) f_{0}(\bar{x}+u h) d u \\
& =\sigma^{2+}(\bar{x}) f_{0}(\bar{x}) \int_{0}^{M} k^{2}(u) d u+o(1) .
\end{aligned}
$$

Then by Liapunov's CLT,

$$
\frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \varepsilon_{i}}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j}}-\frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right)\left(1-d_{i}\right) \varepsilon_{i}}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right)\left(1-d_{j}\right)} \xrightarrow{d} N\left(0,4 \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{f_{0}(\bar{x})} \int_{0}^{M} k^{2}(u) d u\right) .
$$

Finally, consider the bias of the estimator.

$$
\begin{aligned}
\operatorname{Var}\left(\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i}\left[m\left(x_{i}\right)-m(\bar{x})\right]\right) & \leq \frac{1}{h} E\left[k^{2}\left(\frac{\bar{x}-x}{h}\right) d[m(x)-m(\bar{x})]^{2}\right) \\
& \leq\left[\sup _{v \in[0, M]}|m(\bar{x}+v h)-m(\bar{x})|\right]^{2} \int_{0}^{M} k^{2}(u) f_{0}(\bar{x}+u h) d u \\
& =o(1) .
\end{aligned}
$$

So again by Chebyshev's Inequality,

$$
\begin{aligned}
& \frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i}\left[m\left(x_{i}\right)-m(\bar{x})\right]}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right) d_{j}}-\frac{\frac{1}{\sqrt{n h}} \sum_{i} k\left(\frac{\bar{x}-x_{i}}{h}\right)\left(1-d_{i}\right)\left[m\left(x_{i}\right)-m(\bar{x})\right]}{\frac{1}{n} \sum_{j} \frac{1}{h} k\left(\frac{\bar{x}-x_{j}}{h}\right)\left(1-d_{j}\right)} \\
& =\frac{2}{f_{0}(\bar{x})} \sqrt{\frac{n}{h}}\left(E\left[k\left(\frac{\bar{x}-x}{h}\right) d[m(x)-m(\bar{x})]\right]-E\left[k\left(\frac{\bar{x}-x}{h}\right)(1-d)[m(x)-m(\bar{x})]\right]\right)+o_{p}(1) \\
& =\frac{2 \sqrt{n h}}{f_{0}(\bar{x})} \int_{0}^{M} k(u)\left\{[m(\bar{x}+u h)-m(\bar{x})] f_{0}(\bar{x}+u h)-[m(\bar{x}-u h)-m(\bar{x})] f_{0}(\bar{x}-u h)\right\} d u+o_{p}(1) \\
& =\sqrt{n h} \frac{2}{f_{0}(\bar{x})}\left\{h\left(m^{\prime+}(\bar{x})+m^{\prime-}(\bar{x})\right) f_{0}(\bar{x}) \int_{0}^{M} k(u) u d u+o(h)\right\}+o_{p}(1) .
\end{aligned}
$$

The conclusion of the theorem follows.

## PROOF OF THEOREM 2:

From (7),

$$
\begin{aligned}
\sqrt{n h}(\hat{\alpha}-\alpha)= & {\left[\frac{1}{n h} \sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right)\right]^{-1} } \\
& \cdot \frac{1}{\sqrt{n h}} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]\right] .
\end{aligned}
$$

For the numerator, take an expansion to linearize.

$$
\begin{align*}
\frac{1}{\sqrt{n h}} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]\right] \\
=\frac{1}{\sqrt{n h}} \sum_{i}\left[\frac{d_{i} \varepsilon_{i}}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{-}\left(x_{i}\right)-\bar{f}_{-}\left(x_{i}\right)\right)-\frac{\left(1-d_{i}\right) \varepsilon_{i}}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{+}\left(x_{i}\right)-\bar{f}_{+}\left(x_{i}\right)\right)\right] \\
+\frac{1}{\sqrt{n h}} \sum_{i}\left\{( d _ { i } \frac { \overline { f } _ { - } ( x _ { i } ) } { f _ { 0 } ( x _ { i } ) } - ( 1 - d _ { i } ) \frac { \overline { f } _ { + } ( x _ { i } ) } { f _ { 0 } ( x _ { i } ) } ) \left(\frac{-\varepsilon_{i}}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right.\right.  \tag{14}\\
\left.\left.\quad+\frac{m\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)-\frac{1}{f_{0}\left(x_{i}\right)}\left(\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)\right)+\varepsilon_{i}\right)\right\}+Q_{n} .
\end{align*}
$$

Since $d(x) \hat{f}_{-}(x)=0$ if $x \notin[\bar{x}, \bar{x}+M h], d_{i}$ can be replaced everywhere in the above expression by $\mathbf{1}\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\}$. Similarly, $1-d_{i}$ can be replaced by $1\left\{\bar{x}-M h \leq x_{i}<\bar{x}\right\} . Q_{n}$ denotes the quadratic terms in the expansion,

$$
\begin{aligned}
Q_{n}=\frac{1}{\sqrt{n h}} & \sum_{i}\left\{( d _ { i } \overline { f } _ { - } ( x _ { i } ) - ( 1 - d _ { i } ) \overline { f } _ { + } ( x _ { i } ) ) \left[\frac{\left(\varepsilon_{i} \hat{f}_{0}\left(x_{i}\right)-m\left(x_{i}\right)\left(\hat{f}_{0}\left(x_{i}\right)+f_{0}\left(x_{i}\right)\right)\right)}{f_{0}^{2}\left(x_{i}\right) \hat{f}_{0}^{2}\left(x_{i}\right)}\right.\right. \\
& \left.\cdot\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)^{2}+\frac{\hat{f}_{0}\left(x_{i}\right)+f_{0}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right) \hat{f}_{0}^{2}\left(x_{i}\right)}\left(\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)\right)\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right] \\
+ & \frac{1}{f_{0}\left(x_{i}\right) \hat{f}_{0}\left(x_{i}\right)}\left[\left(\tilde{m}\left(x_{i}\right)-\varepsilon_{i}\right)\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)-\left(\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)\right)\right] \\
& \left.\cdot\left[d_{i}\left(\hat{f}_{-}\left(x_{i}\right)-\bar{f}_{-}\left(x_{i}\right)\right)-\left(1-d_{i}\right)\left(\hat{f}_{+}\left(x_{i}\right)-\bar{f}_{+}\left(x_{i}\right)\right)\right]\right\},
\end{aligned}
$$

for $\tilde{r}(x)=\frac{1}{n h} \sum_{j} k\left(\frac{x-x_{j}}{h}\right) \tilde{y}_{j}$ and $r(x)=m(x) f_{0}(x)$. Here $\hat{f}_{+}(x)\left[\hat{f}_{-}(x)\right]$ is linearized around $\bar{f}_{+}(x)$ $\left[\bar{f}_{-}(x)\right]$ rather than its limit, since for fixed $x<\bar{x}[x \geq \bar{x}]$, the limit is zero.

Show $Q_{n}=o_{p}(1)$. Note that $\sup _{x \in \mathcal{N}_{0}}\left|1 / \hat{f}_{0}(x)\right|=O_{p}(1)$ since $\hat{f}_{0}$ is uniformly consistent on $\mathcal{N}_{0}$ by Lemmas B1 and B4 and $f_{0}$ is bounded away from zero on $\mathcal{N}$ by Assumption 2. Also, by boundedness of $k$ and $f_{0}$, there exists $C<\infty$ such that $\left|d(x) \bar{f}_{-}(x)\right|<C$ and $\left|(1-d(x)) \bar{f}_{+}(x)\right|<C$
for all $x$. For some $C<\infty$ and $n$ large enough ( $h$ small enough),

$$
\begin{aligned}
\frac{1}{h} E[|\varepsilon| \mathbf{1}\{\bar{x} \leq x \leq \bar{x}+M h\}] & \leq \frac{1}{h}\left[\sup _{x \in \mathcal{N}} E(|\varepsilon| \mid x)\right] E \mathbf{1}\{\bar{x} \leq x \leq \bar{x}+M h\} \\
& =\left[\sup _{x \in \mathcal{N}} E(\mid \varepsilon \| x)\right] \int_{0}^{M} f_{0}(\bar{x}+u h) d u \\
& <C
\end{aligned}
$$

The last inequality follows by Assumptions 2(a) and 3(b). So, by Markov's Inequality, $\frac{1}{n h} \sum_{i}\left|\varepsilon_{i}\right|$ $\mathbf{1}\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\}=O_{p}(1)$. Similarly, $\frac{1}{n h} \sum_{i} \mathbf{1}\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\}=O_{p}(1)$.

First consider the quadratic terms (in $Q_{n}$ ) that include the difference $\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)$. The convergence of such terms differs under the assumptions of parts (a) and (b) of the theorem. Let $\bar{r}(x)$ $=E \tilde{r}(x)=\int \frac{1}{h} k\left(\frac{x-u}{h}\right) r(u) d u$. Under the assumptions of part (a), for $n$ large enough,

$$
\begin{align*}
& \left|\frac{1}{\sqrt{n h}} \sum_{i} \frac{d_{i} \bar{f}_{-}\left(x_{i}\right)\left(\hat{f}_{0}\left(x_{i}\right)+f_{0}\left(x_{i}\right)\right)}{f_{0}^{2}\left(x_{i}\right) \hat{f}_{0}^{2}\left(x_{i}\right)}\left(\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)\right)\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right|  \tag{15}\\
& \leq \sqrt{n h}\left[\sup _{x}\left|d \bar{f}_{-}(x)\right|\right]\left[\sup _{x \in \mathcal{N}_{0}}\left|\frac{\hat{f}_{0}(x)+f_{0}(x)}{f_{0}^{2}(x) \hat{f}_{0}^{2}(x)}\right|\right]\left[\sup _{x \in \mathcal{N}_{0}}|\tilde{r}(x)-\bar{r}(x)|+\sup _{\bar{x} \leq x \leq \bar{x}+M h}|\bar{r}(x)-r(x)|\right] \\
& \quad \cdot\left[\sup _{x \in \mathcal{N}_{0}}\left|\hat{f}_{0}(x)-f_{0}(x)\right|\right] \frac{1}{n h} \sum_{i} 1\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\} \\
& = \\
& =\sqrt{n h} O_{p}(1) O_{p}\left(\sqrt{\frac{\ln n}{n h}}+h\right) O_{p}\left(\sqrt{\frac{\ln n}{n h}}+h^{s}\right) \\
& \\
& O_{p}\left(\frac{\ln n}{\sqrt{n h}}+h \sqrt{\ln n}+\sqrt{n h^{2 s+3}}\right)
\end{align*}
$$

The first equality follows by Lemmas B1-B4, and this quadratic term is $o_{p}(1)$ under the bandwidth rate conditions in part (a). The other terms in $Q_{n}$ that include the difference $\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)$ follow similarly under the assumptions of part (a) of the theorem.

If the conditions of part (b) hold, then by Lemma B4, $\sup _{x \in \mathcal{N}}|\bar{r}(x)-r(x)|=O_{p}\left(h^{s}\right)$. With this modification, the above argument can be used to show that the quadratic term examined above in (15) is $O_{p}\left(\ln n / \sqrt{n h}+h^{s} \sqrt{\ln n}+\sqrt{n h^{4 s+1}}\right)$, which is $o_{p}(1)$ under the rate conditions of part (b). The other terms in $Q_{n}$ that include the difference $\tilde{r}\left(x_{i}\right)-r\left(x_{i}\right)$ follow similarly.

The argument for convergence of the remaining quadratic terms is the same under the assump-
tions of part (a) or (b) of the theorem. Take a typical term, for $n$ large enough,

$$
\begin{aligned}
& \left|\frac{1}{\sqrt{n h}} \sum_{i} \frac{d_{i} \varepsilon_{i} \bar{f}_{-}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right) \hat{f}_{0}\left(x_{i}\right)}\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)^{2}\right| \\
& \quad \leq \sqrt{n h}\left[\sup _{x \in \mathcal{N}_{0}} \frac{1}{f_{0}^{2}(x) \hat{f}_{0}(x)}\right]\left[\sup _{x}\left|d_{i} \bar{f}_{-}\left(x_{i}\right)\right|\right]\left[\sup _{x \in \mathcal{N}_{0}}\left|\hat{f}_{0}(x)-f_{0}(x)\right|\right]^{2} \frac{1}{n h} \sum_{i}\left|\varepsilon_{i}\right| \mathbf{1}\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\} \\
& \quad=O_{p}\left(\frac{\ln n}{\sqrt{n h}}+h^{s} \sqrt{\ln n}+\sqrt{n h^{4 s+1}}\right)
\end{aligned}
$$

The last equality follows by uniform convergence of the kernel density estimator on $\mathcal{N}_{0}$ from Lemmas B1 and B4. The rate conditions in both parts (a) and (b) imply that this term is $o_{p}(1)$. The remaining quadratic terms are shown $o_{p}(1)$ similarly.

Next a U-statistic projection is applied to the first two terms of the linearization in (14) to show that they are $o_{p}(1)$. Let $z_{i}=\left(x_{i}, \varepsilon_{i}\right)$. Then $\frac{1}{\sqrt{n h}} \sum_{i} \frac{d_{i} \varepsilon_{i}}{f_{0}\left(x_{i}\right)} \hat{f}_{-}\left(x_{i}\right)=\sqrt{\frac{n}{h}} \frac{1}{n^{2}} \sum_{i, j} b_{n}\left(z_{i}, z_{j}\right)$, where $b_{n}\left(z_{i}, z_{j}\right)=d_{i} \frac{\varepsilon_{i}}{f_{0}\left(x_{i}\right)} \frac{1}{h} k\left(\frac{x_{i}-x_{j}}{h}\right)\left(1-d_{j}\right)$. Note that $b_{n}\left(z_{i}, z_{i}\right)=0$ so that this term is a Ustatistic. By Assumptions 1(a), 2(a), and 3(b), $E\left(b_{n}\left(z_{i}, z_{j}\right)^{2}\right)=\int_{0}^{M} \int_{-M}^{-w} \frac{\sigma^{2}(\bar{x}+w h)}{f_{0}(\bar{x}+w h)} k^{2}(u) f_{0}(\bar{x}+w h+$ $u h) d u d w<\infty$. Then by standard U-statistic projection results, see Serfling (1980) section 5.3, $\frac{1}{\sqrt{n h}} \sum_{i} \frac{d_{i} \varepsilon_{i}}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{-}\left(x_{i}\right)-\bar{f}_{-}\left(x_{i}\right)\right)=\sqrt{\frac{n}{h}} O_{p}\left(\frac{\left[E\left(b_{n}\left(z_{i}, z_{j}\right)^{2}\right)\right]^{1 / 2}}{n}\right)=O_{p}(1 / \sqrt{n h})=o_{p}(1)$. The second term follows similarly.

Now consider the next term in (14). Show $\frac{1}{\sqrt{n h}} \sum_{i}\left(d_{i} \frac{\bar{f}-\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}\right)\left(\frac{-\varepsilon_{i}}{f_{0}\left(x_{i}\right)}\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right)$ $=o_{p}(1)$. Let $b_{n}\left(z_{i}, z_{j}\right)=d_{i} \frac{\bar{f}-\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)} \frac{1}{h} k\left(\frac{x_{i}-x_{j}}{h}\right)$. Then $\frac{1}{\sqrt{n h}} \sum_{i} d_{i} \frac{\bar{f}-\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)} \hat{f}_{0}\left(x_{i}\right)=\sqrt{\frac{n}{h}} \frac{1}{n^{2}} \sum_{i, j} b_{n}\left(z_{i}, z_{j}\right)$. As above, $E\left(b_{n}\left(z_{i}, z_{j}\right)^{2}\right)<\infty$. Also,

$$
\begin{aligned}
E\left|b_{n}\left(z_{i}, z_{i}\right)\right| & =E\left|d_{i} \frac{\bar{f}_{-}\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)} \frac{1}{h} k(0)\right| \\
& \leq\left[\sup _{x \in \mathcal{N}} E(|\varepsilon| \mid x)\right]\left[\sup _{x}\left|d(x) \bar{f}_{-}(x)\right|\right]\left[\sup _{x \in \mathcal{N}} \frac{1}{f_{0}^{2}\left(x_{i}\right)}\right]|k(0)| \frac{1}{h} E \mathbf{1}\{\bar{x} \leq x \leq \bar{x}+M h\} \\
& <\infty
\end{aligned}
$$

for all $n$ large enough. By a V-statistic projection theorem, as in Newey and McFadden (1994) Lemma 8.4, $\frac{1}{\sqrt{n h}} \sum_{i} d_{i} \frac{\bar{f}-\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)}\left(\hat{f}_{0}\left(x_{i}\right)-\bar{f}_{0}\left(x_{i}\right)\right)=\sqrt{\frac{n}{h}} O_{p}\left(\frac{\left[E\left(b_{n}\left(z_{i}, z_{j}\right)^{2}\right)\right]^{1 / 2}}{n}+\frac{E\left|b_{n}\left(z_{i} z_{j}\right)\right|}{n}\right)=O_{p}\left(\frac{1}{\sqrt{n h}}\right)$ $=o_{p}(1)$. Next note that

$$
E\left[d_{i} \frac{\bar{f}_{-}\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)}\left(\bar{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right]=0
$$

and

$$
\begin{aligned}
V & \left(\frac{1}{\sqrt{n h}} \sum_{i} d_{i} \frac{\bar{f}_{-}\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)}\left(\bar{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right) \\
& =\frac{1}{h} E\left[d_{i} \frac{\sigma^{2}\left(x_{i}\right) \bar{f}_{-}^{2}\left(x_{i}\right)}{f_{0}^{4}\left(x_{i}\right)}\left(\bar{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)^{2}\right] \\
& \leq\left[\sup _{x \in \mathcal{N}_{0}}\left|\bar{f}_{0}(x)-f_{0}(x)\right|\right]^{2} \int_{0}^{M} \frac{\sigma^{2}(\bar{x}+w h)}{f_{0}^{3}(\bar{x}+w h)}\left(\int_{-M}^{-w} k(u) f_{0}(\bar{x}+w h+u h) d u\right)^{2} d w \\
& =O\left(h^{2 s}\right)=o(1)
\end{aligned}
$$

Then by Chebyshev's Inequality, $\frac{1}{\sqrt{n h}} \sum_{i} d_{i} \frac{\bar{f}-\left(x_{i}\right) \varepsilon_{i}}{f_{0}^{2}\left(x_{i}\right)}\left(\bar{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)=o_{p}(1)$. Similarly for the remaining part of the expression.

Another application of V-statistic projections and Chebyshev's Inequality leads to

$$
\begin{aligned}
& \frac{1}{\sqrt{n h}} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]\right] \\
& =\sqrt{\frac{n}{h}} E_{x}\left[\left(d(x) \frac{\bar{f}_{-}(x)}{f_{0}^{2}(x)}-(1-d(x)) \frac{\bar{f}_{+}(x)}{f_{0}^{2}(x)}\right)\left[m(x)\left(\hat{f}_{0}(x)-\bar{f}_{0}(x)\right)-(\tilde{r}(x)-\bar{r}(x))\right]\right] \\
& \quad+\frac{1}{\sqrt{n h}} \sum_{i}\left(d_{i} \frac{\bar{f}_{-}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}\right) \varepsilon_{i}+B_{n}+o_{p}(1) .
\end{aligned}
$$

where

$$
B_{n}=\sqrt{\frac{n}{h}} E_{x}\left[\left(d(x) \frac{\bar{f}_{-}(x)}{f_{0}^{2}(x)}-(1-d(x)) \frac{\bar{f}_{+}(x)}{f_{0}^{2}(x)}\right)\left[m(x)\left(\bar{f}_{0}(x)-f_{0}(x)\right)-(\bar{r}(x)-r(x))\right]\right] .
$$

Here $\hat{f}_{0}$ and $\tilde{r}$ are treated as fixed functions inside the expectation. The term $B_{n}$ composes the bias, which will be considered later. Note that $\sqrt{\frac{n}{h}} E_{x}\left[\left(d(x) \frac{\bar{f}_{-}(x)}{f_{0}^{2}(x)}-(1-d(x)) \frac{\bar{f}_{+}(x)}{f_{0}^{2}(x)}\right) m(x) \hat{f}_{0}(x)\right]$ $=\frac{1}{\sqrt{n h}} \sum_{i} \delta_{1 h}\left(x_{i}\right)$, where $\delta_{1 h}^{a}(z)=E_{x}\left[\left(d(x) \frac{\bar{f}_{-}(x)}{f_{0}^{2}(x)}\right) m(x) \frac{1}{h} k\left(\frac{x-z}{h}\right)\right], \delta_{1 h}^{b}(z)=E_{x}\left[\left((1-d(x)) \frac{\bar{f}_{+}(x)}{f_{0}^{2}(x)}\right)\right.$ $\left.m(x) \frac{1}{h} k\left(\frac{x-z}{h}\right)\right]$, and $\delta_{1 h}(z)=\delta_{1 h}^{a}(z)-\delta_{1 h}^{b}(z)$. Similarly, let $\delta_{2 h}^{a}(z)=E_{x}\left[\left(d(x) \frac{\bar{f}_{-}(x)}{f_{0}^{2}(x)}\right) \frac{1}{h} k\left(\frac{x-z}{h}\right)\right]$, $\delta_{2 h}^{b}(z)=E_{x}\left[\left((1-d(x)) \frac{\bar{f}_{+}(x)}{f_{0}^{2}(x)}\right) \frac{1}{h} k\left(\frac{x-z}{h}\right)\right]$, and $\delta_{2 h}(z)=\delta_{2 h}^{a}(z)-\delta_{2 h}^{b}(z)$. So,

$$
\begin{align*}
& \frac{1}{\sqrt{n h}} \sum_{i}\left[\left(d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right) \cdot\left[\varepsilon_{i}-\left(\tilde{m}\left(x_{i}\right)-m\left(x_{i}\right)\right)\right]\right] \\
& =\frac{1}{\sqrt{n h}} \sum_{i}\left[\delta_{1 h}\left(x_{i}\right)-\delta_{2 h}\left(x_{i}\right) \tilde{y}_{i}+\left(d_{i} \frac{\bar{f}_{-}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}(x)}\right) \varepsilon_{i}\right]  \tag{16}\\
& \quad-\frac{1}{\sqrt{n h}} \sum_{i}\left[E\left(\delta_{1 h}\left(x_{i}\right)\right)-E\left(\delta_{2 h}\left(x_{i}\right) \tilde{y}_{i}\right)\right]+B_{n}+o_{p}(1) .
\end{align*}
$$

A limiting distribution for (16) can be derived using the Liapunov Central Limit Theorem (along with the limit for the bias term $B_{n}$ to be derived subsequently). To apply the Liapunov CLT, it suffices that for some $\zeta>0, \sum_{i} E\left|\frac{1}{\sqrt{n h}}\left[\delta_{1 h}\left(x_{i}\right)-\delta_{2 h}\left(x_{i}\right) \tilde{y}_{i}+\left(d_{i} \frac{\bar{f}_{-}\left(x_{i}\right)}{f_{0}(x)}-\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}(x)}\right) \varepsilon_{i}\right]\right|^{2+\zeta} \longrightarrow 0$. This expression is bounded above by $C \sum_{i}\left[E\left|\frac{1}{\sqrt{n h}} \delta_{1 h}^{a}\left(x_{i}\right)\right|^{2+\zeta}+\cdots+E\left|\frac{1}{\sqrt{n h}}\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}(x)} \varepsilon_{i}\right|^{2+\zeta}\right]$. Then,

$$
\begin{aligned}
& \sum_{i} E\left|\frac{1}{\sqrt{n h}}\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}(x)} \varepsilon_{i}\right|^{2+\zeta} \\
& \quad \leq \frac{1}{(n h)^{\zeta / 2}}\left[\sup _{x \in \mathcal{N}} E\left(|\varepsilon|^{2+\zeta} \mid x\right)\right]\left[\sup _{x}\left|(1-d(x)) \bar{f}_{+}(x)\right|^{2+\zeta}\right]\left[\sup _{x \in \mathcal{N}} \frac{1}{f_{0}^{2+\zeta}(x)}\right] \frac{1}{h} E \mathbf{1}\{\bar{x}-M h \leq x \leq \bar{x}\} \\
& \quad \leq O\left(\frac{1}{(n h)^{\zeta / 2}}\right)=o(1)
\end{aligned}
$$

The other terms are bounded similarly, so the Liapunov condition is satisfied.
The asymptotic variance can be derived directly from (16). For instance, since $\frac{1}{\sqrt{h}} E\left(\delta_{1 h}^{a}\left(x_{i}\right)\right)$ $=O(\sqrt{h})$,

$$
\begin{aligned}
& \frac{1}{h} \operatorname{Var}\left(\delta_{1 h}^{a}\left(x_{i}\right)\right) \\
& \quad=\frac{1}{h} E\left(\delta_{1 h}^{a}\left(x_{i}\right)^{2}\right)+o(1) \\
& \quad=\frac{1}{h} \int\left[\int d(x) \frac{\bar{f}_{-}(x)}{f_{0}(x)} m(x) \frac{1}{h} k\left(\frac{x-z}{h}\right) d x\right]^{2} f_{0}(z) d z+o(1) \\
& \quad=\int\left[\int_{0}^{M} \frac{m(\bar{x}+u h)}{f_{0}(\bar{x}+u h)} k(u-w)\left(\int_{-M}^{-u} k(t) f_{0}(\bar{x}+u h+t h) d t\right) d u\right]^{2} f_{0}(\bar{x}+w h) d w+o(1) \\
& \quad=m^{2}(\bar{x}) f_{0}(\bar{x}) \int\left[\int_{0}^{M} k(u-w)\left(\int_{-M}^{-u} k(t) d t\right) d u\right]^{2} d w+o(1)
\end{aligned}
$$

where the last equality follows by continuity of $m$ and $f_{0}$ near $\bar{x}$, the dominated convergence theorem, $f_{0}$ bounded away from zero on $\mathcal{N}$, and the conditions on $k$ in Assumption 1. The variances and covariances of the other terms can be similarly derived. Hence,

$$
\begin{aligned}
& \operatorname{Var}\left(\frac{1}{\sqrt{n h}} \sum_{i}\left[\delta_{1 h}\left(x_{i}\right)-\delta_{2 h}\left(x_{i}\right) \tilde{y}_{i}+\left(d_{i} \frac{\bar{f}_{-}\left(x_{i}\right)}{f_{0}\left(x_{i}\right)}-\left(1-d_{i}\right) \frac{\bar{f}_{+}\left(x_{i}\right)}{f_{0}(x)}\right) \varepsilon_{i}\right]\right) \\
& =2 m^{2}(\bar{x}) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right]^{2} d w \\
& +\left(2 m^{2}(\bar{x})+\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right]^{2} d w \\
& +\left(\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int_{0}^{\infty}\left(\int_{-\infty}^{-u} k(t) d t\right)^{2} d u \\
& -2 m^{2}(\bar{x}) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right] \\
& \cdot\left[\int_{-\infty}^{0} k(v-w)\left(\int_{-v}^{\infty} k(z) d z\right) d v\right] d w \\
& -\left(2 m^{2}(\bar{x})+\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right] \\
& \cdot\left[\int_{-\infty}^{0} k(v-w)\left(\int_{-v}^{\infty} k(z) d z\right) d v\right] d w \\
& +4 m^{2}(\bar{x}) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right] \\
& \cdot\left[\int_{-\infty}^{0} k(v-w)\left(\int_{-v}^{\infty} k(z) d z\right) d v\right] d w \\
& +2\left(\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int_{0}^{\infty}\left[\int_{-\infty}^{0} k(v-w)\left(\int_{-v}^{\infty} k(z) d z\right) d v\right]\left(\int_{-\infty}^{-w} k(t) d t\right) d w \\
& -4 m^{2}(\bar{x}) f_{0}(\bar{x}) \int\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right]^{2} d w \\
& -2\left(\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int_{0}^{\infty}\left[\int_{0}^{\infty} k(u-w)\left(\int_{-\infty}^{-u} k(t) d t\right) d u\right]\left(\int_{-\infty}^{-w} k(z) d z\right) d w \\
& +o(1) \\
& =\left(\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})\right) f_{0}(\bar{x}) \int_{0}^{\infty}\left(K_{0}(w)+L(w)-L(-w)\right)^{2} d w+o(1)
\end{aligned}
$$

where

$$
K_{j}(w)=\int_{w}^{\infty} k(u) u^{j} d u \quad \text { and } \quad L(w)=\int_{-\infty}^{0} K_{0}(-u) k(u-w) d u
$$

Next consider the bias term, $B_{n}$. Under the assumptions of part (a),

$$
\begin{aligned}
& \sqrt{n h} \frac{1}{h} E\left[\frac{d \bar{f}_{-}(x)}{f_{0}^{2}(x)}\left(m(x) \bar{f}_{0}(x)-\bar{r}(x)\right)\right]-\sqrt{n h} \frac{1}{h} E\left[\frac{(1-d) \bar{f}_{+}(x)}{f_{0}^{2}(x)}\left(m(x) \bar{f}_{0}(x)-\bar{r}(x)\right)\right] \\
& =-\sqrt{n h} \int_{0}^{M} \frac{1}{f_{0}(\bar{x}+v h)}\left(\int_{-M}^{-v} k(u) f_{0}(\bar{x}+u h+v h) d u\right) \\
& \cdot \int_{-M}^{M} k(w) f_{0}(\bar{x}+v h+w h)[m(\bar{x}+v h+w h)-m(\bar{x}+v h)] d w d v \\
& +\sqrt{n h} \int_{-M}^{0} \frac{1}{f_{0}(\bar{x}+v h)}\left(\int_{-v}^{M} k(u) f_{0}(\bar{x}+u h+v h) d u\right) \\
& \cdot \int_{-M}^{M} k(w) f_{0}(\bar{x}+v h+w h)[m(\bar{x}+v h+w h)-m(\bar{x}+v h)] d w d v \\
& =-\sqrt{n h} h f_{0}(\bar{x}) \int_{0}^{M}\left(\int_{-M}^{-v} k(u) d u\right)\left[\left(\int_{-v}^{M} k(w) w d w\right) m^{\prime+}(\bar{x})\right. \\
& \left.+\int_{-M}^{-v} k(w)\left[m^{\prime-}(\bar{x}) w+\left(m^{\prime-}(\bar{x})-m^{\prime+}(\bar{x})\right) v\right] d w\right] d v \\
& +\sqrt{n h} h f_{0}(\bar{x}) \int_{-M}^{0}\left(\int_{-v}^{M} k(u) d u\right)\left[\int_{-v}^{M} k(w)\left[m^{\prime+}(\bar{x}) w+\left(m^{\prime+}(\bar{x})-m^{\prime-}(\bar{x})\right) v\right] d w\right. \\
& \left.+\left(\int_{-M}^{-v} k(w) w d w\right) m^{\prime-}(\bar{x})\right] d v \\
& -\sqrt{n h} h^{2} \int_{0}^{M}\left\{( \int _ { - M } ^ { - v } k ( u ) d u ) \left[\int _ { - v } ^ { M } k ( w ) \left[f_{0}(\bar{x}) m^{\prime \prime+}(\bar{x})\left(v w+\frac{w^{2}}{2}\right)\right.\right.\right. \\
& \left.+f_{0}^{\prime}(\bar{x}) m^{\prime+}(\bar{x})\left(v w+w^{2}\right)\right] d w+\int_{-M}^{-v} k(w)\left[f_{0}(\bar{x}) m^{\prime \prime-}(\bar{x})\left(v w+\frac{w^{2}}{2}\right)\right. \\
& +f_{0}(\bar{x})\left(m^{\prime \prime-}(\bar{x})-m^{\prime \prime+}(\bar{x})\right) \frac{v^{2}}{2}+f_{0}^{\prime}(\bar{x}) m^{\prime-}(\bar{x})\left(v w+w^{2}\right) \\
& \left.\left.+f_{0}^{\prime}(\bar{x})\left(m^{\prime-}(\bar{x})-m^{\prime+}(\bar{x})\right)\left(v^{2}+v w\right)\right] d w\right] \\
& +\left(\int_{-M}^{-v} k(u) u d u\right)\left[\left(\int_{-v}^{M} k(w) w d w\right) f_{0}^{\prime}(\bar{x}) m^{\prime+}(\bar{x})\right. \\
& \left.\left.+\int_{-M}^{-v} k(w)\left[f_{0}^{\prime}(\bar{x}) m^{\prime-}(\bar{x}) w+f_{0}^{\prime}(\bar{x})\left(m^{\prime-}(\bar{x})-m^{\prime+}(\bar{x})\right) v\right] d w\right]\right\} d v \\
& +\sqrt{n h} h^{2} \int_{-M}^{0}\left\{( \int _ { - v } ^ { M } k ( u ) d u ) \left[\int _ { - v } ^ { M } k ( w ) \left[f_{0}(\bar{x}) m^{\prime \prime+}(\bar{x})\left(v w+\frac{w^{2}}{2}\right)\right.\right.\right. \\
& +f_{0}(\bar{x})\left(m^{\prime \prime+}(\bar{x})-m^{\prime \prime-}(\bar{x})\right) \frac{v^{2}}{2}+f_{0}^{\prime}(\bar{x}) m^{\prime+}(\bar{x})\left(v w+w^{2}\right) \\
& \left.+f_{0}^{\prime}(\bar{x})\left(m^{\prime+}(\bar{x})-m^{\prime-}(\bar{x})\right)\left(v^{2}+v w\right)\right] d w \\
& \left.+\int_{-M}^{-v} k(w)\left[f_{0}(\bar{x}) m^{\prime \prime-}(\bar{x})\left(v w+\frac{w^{2}}{2}\right)+f_{0}^{\prime}(\bar{x}) m^{\prime-}(\bar{x})\left(v w+w^{2}\right)\right] d w\right] \\
& +\left(\int_{-v}^{M} k(u) u d u\right)\left[\int_{-v}^{M} k(w)\left[f_{0}^{\prime}(\bar{x}) m^{\prime+}(\bar{x}) w+f_{0}^{\prime}(\bar{x})\left(m^{\prime+}(\bar{x})-m^{\prime-}(\bar{x})\right) v\right] d w\right. \\
& \left.\left.+\left(\int_{-M}^{-v} k(w) w d w\right) f_{0}^{\prime}(\bar{x}) m^{\prime-}(\bar{x})\right]\right\} d v+o\left(h^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
&=\sqrt{n h} h^{2} \int_{0}^{M}\left\{( \int _ { v } ^ { M } k ( u ) d u ) ( \int _ { v } ^ { M } k ( w ) w d w ) v \left[2 f_{0}(\bar{x})\left(m^{\prime \prime-}(\bar{x})-m^{\prime \prime+}(\bar{x})\right)\right.\right. \\
&\left.+6 f_{0}^{\prime}(\bar{x})\left(m^{\prime-}(\bar{x})-m^{\prime+}(\bar{x})\right)\right] \\
&+ {\left[\left(\int_{v}^{M} k(u) d u\right)\left(\int_{0}^{v} k(w) w^{2} d w\right)-\left(\int_{v}^{M} k(u) d u\right)^{2} v^{2}\right] } \\
& \cdot {\left[f_{0}(\bar{x})\left(m^{\prime \prime-}(\bar{x})-m^{\prime \prime+}(\bar{x})\right)+2 f_{0}^{\prime}(\bar{x})\left(m^{\prime-}(\bar{x})-m^{\prime+}(\bar{x})\right)\right] } \\
&+\left.\left(\int_{v}^{M} k(u) u d u\right)^{2}\left[2 f_{0}^{\prime}(\bar{x})\left(m^{\prime+}(\bar{x})-m^{\prime-}(\bar{x})\right)\right]\right\} d v+o\left(h^{2}\right)
\end{aligned}
$$

Let $g_{t}(x)=\sum_{j=1}^{t} m^{(j)}(x) f_{0}^{(t-j)}(x) /(j!(t-j)!)$. Under the assumptions of part (b) for $s$ even,

$$
\begin{aligned}
& \sqrt{n h} \frac{1}{h} E\left[\frac{d \bar{f}_{-}(x)}{f_{0}^{2}(x)}\left(m(x) \bar{f}_{0}(x)-\bar{r}(x)\right)\right]-\sqrt{n h} \frac{1}{h} E\left[\frac{(1-d) \bar{f}_{+}(x)}{f_{0}^{2}(x)}\left(m(x) \bar{f}_{0}(x)-\bar{r}(x)\right)\right] \\
& =-\sqrt{n h} \int_{0}^{M} \frac{1}{f_{0}(\bar{x}+v h)}\left(\int_{-M}^{-v} k(u) f_{0}(\bar{x}+u h+v h) d u\right) \\
& \cdot\left\{h\left[\left(\int k(w) w d w\right) f_{0}(\bar{x}+v h) m^{\prime}(\bar{x}+v h)\right]+h^{2}\left[\left(\int k(w) w^{2} d w\right)\right.\right. \\
& \left.\cdot g_{2}(\bar{x}+v h)\right]+\cdots+h^{s}\left[\left(\int k(w) w^{s} d w\right) g_{s}(\bar{x}+v h)\right] \\
& \left.+h^{s+1}\left[\left(\int k(w) w^{s+1} d w\right) g_{s+1}(\bar{x}+v h)\right]+O\left(h^{s+2}\right)\right\} d v \\
& +\sqrt{n h} \int_{-M}^{0} \frac{1}{f_{0}(\bar{x}+v h)}\left(\int_{-v}^{M} k(u) f_{0}(\bar{x}+u h+v h) d u\right) \\
& \cdot\left\{h\left[\left(\int k(w) w d w\right) f_{0}(\bar{x}+v h) m^{\prime}(\bar{x}+v h)\right]+h^{2}\left[\left(\int k(w) w^{2} d w\right)\right.\right. \\
& \left.\cdot g_{2}(\bar{x}+v h)\right]+\cdots+h^{s}\left[\left(\int k(w) w^{s} d w\right) g_{s}(\bar{x}+v h)\right] \\
& \left.+h^{s+1}\left[\left(\int k(w) w^{s+1} d w\right) g_{s+1}(\bar{x}+v h)\right]+O\left(h^{s+2}\right)\right\} d v \\
& =h^{s}\left(\int k(w) w^{s} d w\right)\left\{\int_{0}^{M}\left(\int_{v}^{M} k(u) d u\right)\left[g_{s}(\bar{x}-v h)-g_{s}(\bar{x}+v h)\right] d v\right. \\
& \left.+h \int_{0}^{M}\left(\int_{v}^{M} k(u) u d u\right)\left[\frac{f_{0}^{\prime}(\bar{x}+v h)}{f_{0}(\bar{x}+v h)} g_{s}(\bar{x}+v h)+\frac{f_{0}^{\prime}(\bar{x}-v h)}{f_{0}(\bar{x}-v h)} g_{s}(\bar{x}-v h)\right] d v\right\} \\
& +o\left(h^{s+1}\right) \\
& =h^{s+1}\left(\int k(w) w^{s} d w\right)\left[2 \frac{f_{0}^{\prime}(\bar{x})}{f_{0}(\bar{x})} g_{s}(\bar{x}) \int_{0}^{M}\left(\int_{v}^{M} k(u) u d u\right) d v\right. \\
& \left.-2 g_{s}^{\prime}(\bar{x}) \int_{0}^{M}\left(\int_{v}^{M} k(u) d u\right) d v\right]+o\left(h^{s+1}\right)
\end{aligned}
$$

The bias under the assumptions of part (b) for $s$ odd is similarly derived.

Finally, for the denominator in (7), expand to linearize.

$$
\begin{aligned}
& \frac{1}{n h} \sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right) \\
& =\frac{1}{n h} \sum_{i}\left(d_{i} \frac{\bar{f}_{-}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\bar{f}_{+}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}\right) \\
& \quad+\frac{1}{n h} \sum_{i}\left[d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)+\bar{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\left(\hat{f}_{-}\left(x_{i}\right)-\bar{f}_{-}\left(x_{i}\right)\right)+\left(1-d_{i}\right) \frac{\hat{f}_{+}\left(x_{i}\right)+\bar{f}_{+}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\left(\hat{f}_{+}\left(x_{i}\right)-\bar{f}_{+}\left(x_{i}\right)\right)\right] \\
& \quad-\frac{1}{n h} \sum_{i} \frac{\left(\hat{f}_{0}\left(x_{i}\right)+f_{0}\left(x_{i}\right)\right)}{f_{0}^{2}\left(x_{i}\right) \hat{f}_{0}^{2}\left(x_{i}\right)}\left[d_{i} \bar{f}_{-}^{2}\left(x_{i}\right)\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)+\left(1-d_{i}\right) \bar{f}_{+}^{2}\left(x_{i}\right)\left(\hat{f}_{0}\left(x_{i}\right)-f_{0}\left(x_{i}\right)\right)\right]
\end{aligned}
$$

Use the uniform convergence results in Lemmas B1 and B4 to show the linear terms are $o_{p}(1)$.
Take one such term,

$$
\begin{aligned}
\left\lvert\, \frac{1}{n h}\right. & \left.\sum_{i} d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)+\bar{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\left(\hat{f}_{-}\left(x_{i}\right)-\bar{f}_{-}\left(x_{i}\right)\right) \right\rvert\, \\
\leq & {\left[\sup _{x \in \mathcal{N}_{0}} \frac{1}{\hat{f}_{0}^{2}(x)}\right]\left[\sup _{x \in \mathcal{N}_{0}} d(x)\left|\hat{f}_{-}(x)-\bar{f}_{-}(x)\right|+2 \sup _{x}\left|d(x) \bar{f}_{-}(x)\right|\right]\left[\sup _{x \in \mathcal{N}_{0}} d(x)\left|\hat{f}_{-}(x)-\bar{f}_{-}(x)\right|\right] } \\
& \cdot \frac{1}{n h} \sum_{i} \mathbf{1}\left\{\bar{x} \leq x_{i} \leq \bar{x}+M h\right\} \\
= & O_{p}\left(\sqrt{\frac{\ln n}{n h}}\right)=o_{p}(1) .
\end{aligned}
$$

The other linear terms are shown $o_{p}(1)$ similarly.
By Assumptions 1 and 2,

$$
\begin{aligned}
\operatorname{Var} & \left(\frac{1}{n h} \sum_{i}\left[d_{i} \frac{\bar{f}_{-}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\bar{f}_{+}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}\right]\right) \\
\leq & \frac{1}{n h^{2}} E\left[d_{i} \frac{\bar{f}_{-}^{4}\left(x_{i}\right)}{f_{0}^{4}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\bar{f}_{+}^{4}\left(x_{i}\right)}{f_{0}^{4}\left(x_{i}\right)}\right] \\
= & \frac{1}{n h} \int_{0}^{M} \frac{1}{f_{0}^{3}(\bar{x}+w h)}\left(\int_{-M}^{-w} k(u) f_{0}(\bar{x}+w h+u h) d u\right)^{4} d w \\
& +\frac{1}{n h} \int_{-M}^{0} \frac{1}{f_{0}^{3}(\bar{x}+w h)}\left(\int_{-w}^{M} k(u) f_{0}(\bar{x}+w h+u h) d u\right)^{4} d w \\
= & O\left(\frac{1}{n h}\right)=o(1) .
\end{aligned}
$$

Then by Chebyshev's Inequality,

$$
\begin{aligned}
\frac{1}{n h} \sum_{i}\left(d_{i} \frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\hat{f}_{+}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}\right) & =\frac{1}{h} E\left[d_{i} \frac{\bar{f}_{-}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}+\left(1-d_{i}\right) \frac{\bar{f}_{+}^{2}\left(x_{i}\right)}{f_{0}^{2}\left(x_{i}\right)}\right]+o_{p}(1) \\
& =2 f_{0}(\bar{x}) \int_{0}^{M} K_{0}^{2}(w) d w+o_{p}(1)
\end{aligned}
$$

using the dominated convergence theorem. The theorem follows.

## PROOF OF THEOREM 3:

Begin by noting

$$
\begin{align*}
& \sqrt{n h}\left(\bar{\alpha}_{+}-\bar{\alpha}_{-}-\alpha\right)=\sqrt{n h}\left[\left(\bar{\alpha}_{+}-(m(\bar{x})+\alpha)\right)-\left(\bar{\alpha}_{-}-m(\bar{x})\right)\right] \\
& =e_{1}{ }^{\prime} D_{n+}\left\{\frac{1}{\sqrt{n h}} \sum_{i}\left(k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+}-E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+} \right\rvert\, x_{i}\right]\right)\right\}  \tag{17}\\
& +e_{1}{ }^{\prime} D_{n+} \sqrt{n h}\left\{\frac{1}{n} \sum_{i} \frac{1}{h} E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+} \right\rvert\, x_{i}\right]-E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+}\right]\right\}  \tag{18}\\
& +e_{1}{ }^{\prime} D_{n+} \sqrt{n h}\left\{E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+}\right]-h^{p+1} B_{n+}\right\}  \tag{19}\\
& -e_{1}^{\prime} D_{n-}\left\{\frac{1}{\sqrt{n h}} \sum_{i}\left(k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-}-E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-} \right\rvert\, x_{i}\right]\right)\right\}  \tag{20}\\
& -e_{1}{ }^{\prime} D_{n-} \sqrt{n h}\left\{\frac{1}{n} \sum_{i} \frac{1}{h} E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-} \right\rvert\, x_{i}\right]\right. \\
& \left.-E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-}\right]\right\}  \tag{21}\\
& -e_{1}{ }^{\prime} D_{n-} \sqrt{n h}\left\{E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-}\right]-h^{p+1} B_{n-}\right\}  \tag{22}\\
& +e_{1}{ }^{\prime} D_{n+} \sqrt{n h} h^{p+1} B_{n+}-e_{1}{ }^{\prime} D_{n-} \sqrt{n h} h^{p+1} B_{n-} \tag{23}
\end{align*}
$$

where

$$
\begin{aligned}
e_{1} & =(1,0, \ldots, 0)^{\prime}, \quad Z_{i}=\left(1, \frac{x_{i}-\bar{x}}{h}, \ldots,\left(\frac{x_{i}-\bar{x}}{h}\right)^{p}\right)^{\prime} \\
D_{n+} & =\left[\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} Z_{i}^{\prime}\right]^{-1}, \quad D_{n-}=\left[\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} Z_{i}^{\prime}\right]^{-1} \\
y_{i}^{+} & =m\left(x_{i}\right)-m(\bar{x})-m^{\prime+}(\bar{x})\left(x_{i}-\bar{x}\right)-\cdots-\frac{1}{p!} m^{(p)+}(\bar{x})\left(x_{i}-\bar{x}\right)^{p}+\varepsilon_{i} \\
y_{i}^{-} & =m\left(x_{i}\right)-m(\bar{x})-m^{\prime-}(\bar{x})\left(x_{i}-\bar{x}\right)-\cdots-\frac{1}{p!} m^{(p)-}(\bar{x})\left(x_{i}-\bar{x}\right)^{p}+\varepsilon_{i}
\end{aligned}
$$

We will proceed by applying a CLT to terms (17) and (20). Term (23) is the bias term, and its limit depends on whether the conditions of part (a) or (b) are assumed to hold. The remaining terms (18), (19), (21), and (22) are shown to be asymptotically negligible. The proof for each term will again differ under the assumptions of part (a) or part (b). The terms $B_{n+}$ and $B_{n-}$ will be defined below (and will be defined differently based on whether we are assuming the conditions of
part (a) or (b) hold). ${ }^{13}$ They are sucscripted by $n$ to allow for (non-stochastic) sequences, which is useful when part (b) conditions are assumed.

First, we establish the probability limit for the denominator terms $D_{n+}$ and $D_{n-}$. Show $D_{n+} \xrightarrow{p}$ $\frac{1}{f_{0}(\bar{x})} \Gamma_{+}^{-1}$, where $\Gamma_{+}$is the $(p+1) \times(p+1)$ matrix with $(j, l)$ element $\Gamma_{j+l-2}$ for $j, l=1, \ldots, p+1$. Similarly, $\left[\Gamma_{-}\right]_{j, l}=(-1)^{j+l} \Gamma_{j+l-2}$. Define $\Gamma_{j}=\int_{0}^{\infty} k(u) u^{j} d u$. By the dominated convergence theorem, $E\left[n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l}\right]=\int_{0}^{M} k(u) u^{l} f_{0}(\bar{x}+u h) d u \longrightarrow f_{0}(x) \int_{0}^{M} k(u) u^{l} d u$. Also, $V\left(n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l}\right) \leq \frac{1}{n h} \int_{0}^{M} k^{2}(u) u^{2 l} f_{0}(\bar{x}+u h) d u \longrightarrow 0$ by the dominated convergence theorem. Continuity of matrix inversion completes the argument. Similarly $D_{n-} \xrightarrow{p} \frac{1}{f_{0}(\bar{x})} \Gamma_{-}^{-1}$.

Terms (17) and (20):
Show $\frac{1}{\sqrt{n h}} \sum_{i}\left(k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+}-E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} Z_{i} y_{i}^{+} \right\rvert\, x_{i}\right]\right) \xrightarrow{d} N\left(0, f_{0}(\bar{x}) \sigma^{2+}(\bar{x}) \Delta_{+}\right)$, where $\left[\Delta_{+}\right]_{j, l}=$ $\delta_{j+l-2}$ and $\delta_{j}=\int_{0}^{\infty} k^{2}(u) u^{j} d u$. The Cramer-Wold device will be applied to derive the asymptotic normality, so let $\lambda$ be a nonzero, finite vector and define $U_{n i}=k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i} \lambda^{\prime} Z_{i} \varepsilon_{i} / \sqrt{n h}$. $E\left[U_{n i}\right]=0 . h^{-1} E\left[k^{2}\left(\frac{x-\bar{x}}{h}\right) d \varepsilon^{2}\left(\frac{x-\bar{x}}{h}\right)^{j}\right] \longrightarrow f_{0}(\bar{x}) \sigma^{2+}(\bar{x}) \delta_{j}$ by the dominated convergence theorem, so $\sum_{j} V\left(U_{n j}\right) \longrightarrow f_{0}(\bar{x}) \sigma^{2+}(\bar{x}) \lambda^{\prime} \Delta \lambda$. For $\zeta>0$ and constants $C, C^{\prime}>0$,

$$
\begin{aligned}
& \sum_{i} E\left|U_{n i}\right|^{2+\zeta}=\sum_{i}\left(\frac{1}{n h}\right)^{\zeta / 2} \frac{1}{n h} E\left[\left|k\left(\frac{x_{i}-\bar{x}}{h}\right)\right|^{2+\zeta} d_{i}\left|\lambda^{\prime} Z_{i}\right|^{2+\zeta}\left|\varepsilon_{i}\right|^{2+\zeta}\right] \\
& \leq C\left(\frac{1}{n h}\right)^{\zeta / 2} \frac{1}{h} E\left[\left|k\left(\frac{x-\bar{x}}{h}\right)\right|^{2+\zeta} d E\left(|\varepsilon|^{2+\zeta} \mid x\right) \sum_{l=0}^{p}\left|\lambda_{l}\left(\frac{x-\bar{x}}{h}\right)^{l}\right|^{2+\zeta}\right] \\
& \leq C^{\prime}\left(\frac{1}{n h}\right)^{\zeta / 2}\left[\sup _{x \in \mathcal{N}} E\left(|\varepsilon|^{2+\zeta} \mid x\right)\right] \int_{0}^{M}|k(u)|^{2+\zeta} f_{0}(\bar{x}+u h) \sum_{l=0}^{p}\left|\lambda_{l} u^{l}\right|^{2+\zeta} d u \\
& =O\left(\frac{1}{(n h)^{\zeta / 2}}\right)=o(1)
\end{aligned}
$$

Application of Liapunov's CLT and the Cramer-Wold device completes the argument. The limit distribution of $\frac{1}{\sqrt{n h}} \sum_{i}\left(k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-}-E\left[\left.k\left(\frac{x_{i}-\bar{x}}{h}\right)\left(1-d_{i}\right) Z_{i} y_{i}^{-} \right\rvert\, x_{i}\right]\right)$ follows similarly.

Define $\Delta_{-}$by $\left[\Delta_{-}\right]_{j, l}=(-1)^{j+l} \delta_{j+l-2}$ for $j, l=1, \ldots, p+1$ and note that $e_{1}^{\prime} \Gamma_{-}^{-1} \Delta_{-} \Gamma_{-}^{-1} e_{1}$ $=e_{1}^{\prime} \Gamma_{+}^{-1} \Delta_{+} \Gamma_{+}^{-1} e_{1}$. Then,

$$
(17)+(20) \xrightarrow{d} N\left(0, \frac{\sigma^{2+}(\bar{x})+\sigma^{2-}(\bar{x})}{f_{0}(\bar{x})} e_{1}^{\prime} \Gamma_{+}^{-1} \Delta_{+} \Gamma_{+}^{-1} e_{1}\right)
$$

[^11]Terms (18) and (21) (under part (a)):
Show $n^{-1} \sum_{i} E\left[k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+} \mid x_{i}\right]=E\left[n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+}\right]+o_{p}\left(h^{p+1}\right)$. Let $\mu_{j,+}(x)=$ $m(x)-\left[m(\bar{x})+m^{\prime+}(\bar{x})(x-\bar{x})+\cdots+m^{(j)+}(\bar{x})(x-\bar{x})^{j} /(j!)\right]$. For $l=0, \ldots, p$,

$$
\begin{aligned}
& V\left(\frac{1}{n h^{p+1}} \sum_{i} E\left[\left.\frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l} y_{i}^{+} \right\rvert\, x_{i}\right]\right) \\
& \leq C \frac{1}{n h^{2(p+1)}} E\left[\frac{1}{h^{2}} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2 l}\left(\mu_{p+1,+}^{2}(x)+\left(\frac{m^{(p+1)+}(\bar{x})}{(p+1)!}\right)^{2}(x-\bar{x})^{2(p+1)}\right)\right] \\
& \leq C \frac{1}{n h^{2(p+1)}}\left[\sup _{x \in \mathcal{N}} \mu_{p+1,+}^{2}(x)\right] E\left[\frac{1}{h^{2}} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2 l}\right] \\
&+C\left(\frac{m^{(p+1)+}(\bar{x})}{(p+1)!}\right)^{2} \frac{1}{n} E\left[\frac{1}{h^{2}} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2(l+p+1)}\right] \\
& \leq C \frac{1}{n h}\left[\frac{1}{h^{p+1}} \sup _{x \in \mathcal{N}}\left|\mu_{p+1,+}(x)\right|\right]^{2} \int_{0}^{M} k^{2}(u) u^{2 l} f_{0}(\bar{x}+u h) d u \\
&+C\left(\frac{m^{(p+1)+}(\bar{x})}{(p+1)!}\right)^{2} \frac{1}{n h} \int_{0}^{M} k^{2}(u) u^{2(l+p+1)} f_{0}(\bar{x}+u h) d u \\
&=\left.o\left(\frac{1}{n h}\right)+O\left(\frac{1}{n h}\right)^{\text {b }}\right) \text { by the dominated convergence theorem } \\
&= o(1)
\end{aligned}
$$

The result follows by Chebyshev's Inequality. The analogous result for (21) holds similarly, so that $(18)+(21)=o_{p}\left(\sqrt{n h} h^{p+1}\right)$.

Terms (19) and (22) (under part (a)):
Show $h^{-(p+1)} E\left[n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+}\right]-B_{n+}=o(1)$, where $B_{n+}=\frac{m^{(p+1)+}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left(\Gamma_{p+1}, \ldots, \Gamma_{2 p+1}\right)^{\prime}$. For $l=0, \ldots, p$,

$$
\begin{aligned}
&\left|\frac{1}{h^{p+1}} E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l} y_{i}^{+}\right]-\frac{m^{(p+1)+(\bar{x})}}{(p+1)!} f_{0}(\bar{x}) \Gamma_{l+p+1}\right| \\
& \leq\left|E\left[\frac{1}{h} k\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{l+p+1} \frac{m^{(p+1)+}(\bar{x})}{(p+1)!}\right]-\frac{m^{(p+1)+}(\bar{x})}{(p+1)!} f_{0}(\bar{x}) \Gamma_{l+p+1}\right| \\
&+\left|\frac{1}{h^{p+1}} E\left[\frac{1}{h} k\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{l} \mu_{p+1,+}(x)\right]\right| \\
& \leq\left|\frac{m^{(p+1)+}(\bar{x})}{(p+1)!} \int_{0}^{M} k(u) u^{l+p+1} f_{0}(\bar{x}+u h) d u-\frac{m^{(p+1)+}(\bar{x})}{(p+1)!} f_{0}(\bar{x}) \Gamma_{l+p+1}\right| \\
&+\frac{1}{h^{p+1}}\left[\sup _{x \in \mathcal{N}}\left|\mu_{p+1,+}(x)\right|\right] \int_{0}^{M}|k(u)| u^{l} f_{0}(\bar{x}+u h) d u \\
&= o(1) \quad \text { by the dominated convergence theorem }
\end{aligned}
$$

The analogous result for (22) holds similarly.

Assume the conditions of part (b) also hold. Terms (17) and (20) converge in distribution as above.

Terms (18) and (21) (under part (b)):
Show $n^{-1} \sum_{i} E\left[k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+} \mid x_{i}\right]=E\left[n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+}\right]+o_{p}\left(h^{p+2}\right)$. Let $\mu_{j}(x)=$ $m(x)-\left[m(\bar{x})+m^{\prime}(\bar{x})(x-\bar{x})+\cdots+m^{(j)}(\bar{x})(x-\bar{x})^{j} /(j!)\right]$. For $l=0, \ldots, p$,

$$
\begin{aligned}
& V\left(\frac{1}{n h^{p+2}} \sum_{i} E\left[\left.\frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l} y_{i}^{+} \right\rvert\, x_{i}\right]\right) \\
& \leq \\
& C \frac{1}{n h^{2(p+2)}} E\left[\frac{1}{h^{2}} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2 l}\right. \\
& \left.\cdot\left(\mu_{p+2}^{2}(x)+\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!}\right)^{2}(x-\bar{x})^{2 p+2}+\left(\frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right)^{2}(x-\bar{x})^{2 p+4}\right)\right] \\
& \leq \\
& C \frac{1}{n h}\left[\frac{1}{h^{p+2}} \sup _{x \in \mathcal{N}} \mu_{p+2}(x)\right]^{2} E\left[\frac{1}{h} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2 l}\right] \\
& \quad+C \frac{1}{n h^{3}}\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!}\right)^{2} E\left[\frac{1}{h} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2(l+p+1)}\right] \\
& \quad+C \frac{1}{n h}\left(\frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right)^{2} E\left[\frac{1}{h} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2(l+p+2)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =o\left(\frac{1}{n h}\right)+O\left(\frac{1}{n h^{3}}\right)+O\left(\frac{1}{n h}\right) \quad \text { by the dominated convergence theorem } \\
& =o(1)
\end{aligned}
$$

Apply Chebyshev's Inequality and proceed as above.

Terms (19) and (22) (under part (b)):
Show $h^{-(p+1)} E\left[n^{-1} \sum_{i} k_{h}\left(x_{i}-\bar{x}\right) d_{i} Z_{i} y_{i}^{+}\right]-B_{n+}=o(h)$, where $B_{n+}=\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left(\Gamma_{p+1}, \ldots, \Gamma_{2 p+1}\right)^{\prime}$

$$
+h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right)\left(\Gamma_{p+2}, \ldots, \Gamma_{2 p+2}\right)^{\prime} . \text { For } l=0, \ldots, p,
$$

$$
\begin{aligned}
& \left\lvert\, \frac{1}{h^{p+1}} E\left[\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{l} y_{i}^{+}\right]-\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x}) \Gamma_{l+p+1}\right. \\
& \left.-h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right) \Gamma_{l+p+2} \right\rvert\, \\
& \leq \left\lvert\, E\left[\frac{1}{h} k\left(\frac{x-\bar{x}}{h}\right) d\left\{\left(\frac{x-\bar{x}}{h}\right)^{l+p+1} \frac{m^{(p+1)}(\bar{x})}{(p+1)!}+h\left(\frac{x-\bar{x}}{h}\right)^{l+p+2} \frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right\}\right]\right. \\
& \left.-\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x}) \Gamma_{l+p+1}-h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right) \Gamma_{l+p+2} \right\rvert\, \\
& \quad+\left\lvert\, \frac{1}{\left.h^{p+1} E\left[\frac{1}{h} k\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{l} \mu_{p+2}(x)\right] \right\rvert\,}\right. \\
& \leq\left|\frac{m^{(p+1)+}(\bar{x})}{(p+1)!}\right|\left|\int_{0}^{M} k(u) u^{l+p+1}\left[f_{0}(\bar{x})+f^{\prime}\left(\tilde{x}_{u}\right) u h\right] d u-f_{0}(\bar{x}) \Gamma_{l+p+1}-h f^{\prime}(\bar{x}) \Gamma_{l+p+2}\right| \\
&+h\left|\frac{m^{(p+2)+}(\bar{x})}{(p+2)!}\right|\left|\int_{0}^{M} k(u) u^{l+p+2} f_{0}(\bar{x}+u h) d u-f_{0}(\bar{x}) \Gamma_{l+p+2}\right| \\
&+h \frac{1}{h^{p+2}}\left[\begin{array}{l}
\left.\sup _{x \in \mathcal{N}}\left|\mu_{p+2}(x)\right|\right] \int_{0}^{M}|k(u)| u^{l} f_{0}(\bar{x}+u h) d u
\end{array}\right.
\end{aligned}
$$

$=o(h)$ by the dominated convergence theorem
where $\tilde{x}_{u}$ is a mean-value between $\bar{x}$ and $\bar{x}+u h$. The analogous result for (22) holds similarly with

$$
\begin{aligned}
B_{n-}= & \frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left((-1)^{p+1} \Gamma_{p+1}, \ldots,(-1)^{2 p+1} \Gamma_{2 p+1}\right)^{\prime} \\
& +h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right)\left((-1)^{p+2} \Gamma_{p+2}, \ldots,(-1)^{2 p+2} \Gamma_{2 p+2}\right)^{\prime}
\end{aligned}
$$

Term (23) (under part (b)):
Show $D_{n+}-\left(\frac{1}{f_{0}(\bar{x})} \Gamma_{+}^{-1}+h G_{+}\right)=o_{p}(h)$, where

$$
\begin{aligned}
G_{+} & =-\frac{f^{\prime}(\bar{x})}{f^{2}(\bar{x})} \Gamma_{+}^{-1}\left[\begin{array}{ccc}
\Gamma_{1} & \cdots & \Gamma_{p+1} \\
\vdots & & \vdots \\
\Gamma_{p+1} & \cdots & \Gamma_{2 p+1}
\end{array}\right] \begin{array}{ll}
\Gamma_{+}^{-1} & \text { and } \\
G_{-} & =-\frac{f^{\prime}(\bar{x})}{f^{2}(\bar{x})} \Gamma_{-}^{-1}\left[\begin{array}{ccc}
-\Gamma_{1} & \cdots & (-1)^{p+1} \Gamma_{p+1} \\
\vdots & & \vdots \\
(-1)^{p+1} \Gamma_{p+1} & \cdots & (-1)^{2 p+1} \Gamma_{2 p+1}
\end{array}\right] \Gamma_{-}^{-1}
\end{array} .
\end{aligned}
$$

For $j=0, \ldots, 2 p$,

$$
\begin{aligned}
& V\left(\frac{1}{n h} \sum_{i} \frac{1}{h} k\left(\frac{x_{i}-\bar{x}}{h}\right) d_{i}\left(\frac{x_{i}-\bar{x}}{h}\right)^{j}\right) \leq \frac{1}{n h^{3}} E\left[\frac{1}{h} k^{2}\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{2 j}\right] \\
&=o(1)\left[f_{0}(\bar{x}) \int_{0}^{M} k^{2}(u) u^{2 j} d u+o(1)\right]=o(1) \\
& \frac{1}{h}\left|E\left[\frac{1}{h} k\left(\frac{x-\bar{x}}{h}\right) d\left(\frac{x-\bar{x}}{h}\right)^{j}\right]-f_{0}(\bar{x}) \Gamma_{j}-h f^{\prime}(\bar{x}) \Gamma_{j+1}\right| \\
&=\frac{1}{h}\left|\int_{0}^{M} k(u) u^{j}\left(f_{0}(\bar{x}+u h)-f_{0}(\bar{x})\right) d u-h f^{\prime}(\bar{x}) \Gamma_{j+1}\right| \\
&=\left|\int_{0}^{M} k(u) u^{j+1}\left(f^{\prime}\left(\tilde{x}_{u}\right)-f^{\prime}(\bar{x})\right) d u\right| \\
&=o(1)
\end{aligned}
$$

Then Lemma B5 gives the result and similarly the corresponding result, $D_{n_{-}-}\left(\frac{1}{f_{0}(\bar{x})} \Gamma_{-}^{-1}+h G_{-}\right)$ $=o_{p}(h)$.

Finally, note

$$
\begin{aligned}
& e_{1}^{\prime} D_{n+} \frac{1}{h} B_{n+}- e_{1}^{\prime} D_{n-} \frac{1}{h} B_{n-} \\
&=e_{1}^{\prime} D_{n+} \frac{1}{h}\left[\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left(\begin{array}{c}
\Gamma_{p+1} \\
\vdots \\
\Gamma_{2 p+1}
\end{array}\right)+h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right)\left(\begin{array}{c}
\Gamma_{p+2} \\
\vdots \\
\Gamma_{2 p+2}
\end{array}\right)\right] \\
&-e_{1}{ }^{\prime} D_{n-} \frac{1}{h}\left[\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left(\begin{array}{c}
(-1)^{p+1} \Gamma_{p+1} \\
\vdots \\
(-1)^{2 p+1} \Gamma_{2 p+1}
\end{array}\right)\right. \\
&\left.+h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right)\left(\begin{array}{c}
(-1)^{p+2} \Gamma_{p+2} \\
\vdots \\
(-1)^{2 p+2} \Gamma_{2 p+2}
\end{array}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{h} \frac{m^{(p+1)}(\bar{x})}{(p+1)!}\left(e_{1}{ }^{\prime} \Gamma_{+}^{-1}\left(\begin{array}{c}
\Gamma_{p+1} \\
\vdots \\
\Gamma_{2 p+1}
\end{array}\right)-e_{1}{ }^{\prime} \Gamma_{-}^{-1}\left(\begin{array}{c}
(-1)^{p+1} \Gamma_{p+1} \\
\vdots \\
(-1)^{2 p+1} \Gamma_{2 p+1}
\end{array}\right)\right) \\
& +\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} \frac{f^{\prime}(\bar{x})}{f_{0}(\bar{x})}+\frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right)\left(e_{1}{ }^{\prime} \Gamma_{+}^{-1}\left(\begin{array}{c}
\Gamma_{p+2} \\
\vdots \\
\Gamma_{2 p+2}
\end{array}\right)-e_{1}{ }^{\prime} \Gamma_{-}^{-1}\left(\begin{array}{c}
(-1)^{p+2} \Gamma_{p+2} \\
\vdots \\
(-1)^{2 p+2} \Gamma_{2 p+2}
\end{array}\right)\right) \\
& +\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x})\left(e_{1}{ }^{\prime} G_{+}\left(\begin{array}{c}
\Gamma_{p+1} \\
\vdots \\
\Gamma_{2 p+1}
\end{array}\right)-e_{1}{ }^{\prime} G_{-}\left(\begin{array}{c}
(-1)^{p+1} \Gamma_{p+1} \\
\vdots \\
(-1)^{2 p+1} \Gamma_{2 p+1}
\end{array}\right)\right) \\
& +h\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} f^{\prime}(\bar{x})+\frac{m^{(p+2)}(\bar{x})}{(p+2)!} f_{0}(\bar{x})\right)\left(e_{1}{ }^{\prime} G_{+}\left(\begin{array}{c}
\Gamma_{p+2} \\
\vdots \\
\Gamma_{2 p+2}
\end{array}\right)-e_{1}{ }^{\prime} G_{-}\left(\begin{array}{c}
(-1)^{p+2} \Gamma_{p+2} \\
\vdots \\
(-1)^{2 p+2} \Gamma_{2 p+2}
\end{array}\right)\right) \\
& =2\left(\frac{m^{(p+1)}(\bar{x})}{(p+1)!} \frac{f^{\prime}(\bar{x})}{f_{0}(\bar{x})}+\frac{m^{(p+2)}(\bar{x})}{(p+2)!}\right) e_{1} \Gamma_{+}^{-1}\left(\begin{array}{c}
\Gamma_{p+2} \\
\vdots \\
\Gamma_{2 p+2}
\end{array}\right) \\
& +2 \frac{m^{(p+1)}(\bar{x})}{(p+1)!} f_{0}(\bar{x}) e_{1}{ }^{\prime} G_{+}\left(\begin{array}{c}
\Gamma_{p+1} \\
\vdots \\
\Gamma_{2 p+1}
\end{array}\right)+o(1)
\end{aligned}
$$

which complees the proof.

## PROOF OF THEOREM 4:

$$
\check{\sigma}^{2+}(\bar{x})=\frac{\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \check{\varepsilon}_{i}^{2}}{\frac{1}{2} \hat{f}_{0}(\bar{x})} .
$$

Consider the numerator,

$$
\begin{align*}
& \frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \check{\varepsilon}_{i}^{2} \\
& =\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \varepsilon_{i}^{2} \\
& \quad+\frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i}\left[\left(m\left(x_{i}\right)-\frac{\tilde{r}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)^{2}+\frac{\hat{f}_{-}^{2}\left(x_{i}\right)}{\hat{f}_{0}^{2}\left(x_{i}\right)}(\check{\alpha}-\alpha)^{2}\right]  \tag{24}\\
& \quad+2 \frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \varepsilon_{i}\left[\left(m\left(x_{i}\right)-\frac{\tilde{r}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)-\frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}(\check{\alpha}-\alpha)\right] \\
& \quad-2 \frac{1}{n} \sum_{i} \frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \frac{\hat{f}_{-}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}(\check{\alpha}-\alpha)\left(m\left(x_{i}\right)-\frac{\tilde{r}\left(x_{i}\right)}{\hat{f}_{0}\left(x_{i}\right)}\right)
\end{align*}
$$

We show the last three terms are $o_{p}(1)$. By Lemmas B1, B2, B3, and B4 (with $s=1$ ),

$$
\begin{aligned}
\sup _{x \in \mathcal{N}_{0}}\left|d \hat{f}_{-}(x)\right| \leq & \sup _{x \in \mathcal{N}_{0}} d\left|\hat{f}_{-}(x)-E \hat{f}_{-}(x)\right|+\sup _{x \in \mathcal{N}_{0}}\left|d \bar{f}_{-}(x)\right|=O_{p}(1) \\
\sup _{x \in \mathcal{N}_{0}}\left|\hat{f}_{0}(x)-f_{0}(x)\right| \leq & \sup _{x \in \mathcal{N}_{0}}\left|\hat{f}_{0}(x)-\bar{f}_{0}(x)\right|+\sup _{x \in \mathcal{N}_{0}}\left|\bar{f}_{0}(x)-f_{0}(x)\right|=o_{p}(1) \\
\sup _{\bar{x} \leq x \leq \bar{x}+M h}|\tilde{r}(x)-r(x)| \leq & \sup _{x \in \mathcal{N}_{0}}|\tilde{r}(x)-\bar{r}(x)|+\sup _{\bar{x} \leq x \leq \bar{x}+M h}|\bar{r}(x)-r(x)|=o_{p}(1) \\
\sup _{\bar{x} \leq x \leq \bar{x}+M h}\left|m(x)-\frac{\tilde{r}(x)}{\hat{f}_{0}(x)}\right| \leq & \sup _{x \in \mathcal{N}_{0}}\left|\frac{m(x)}{\hat{f}_{0}(x)}\right| \cdot \sup _{x \in \mathcal{N}_{0}}\left|\hat{f}_{0}(x)-f_{0}(x)\right| \\
& +\sup _{x \in \mathcal{N}_{0}}\left|\frac{1}{\hat{f}_{0}(x)}\right| \cdot \sup _{\bar{x} \leq x \leq \bar{x}+M h}|\tilde{r}(x)-r(x)|=o_{p}(1) .
\end{aligned}
$$

Also,

$$
\begin{aligned}
\operatorname{Var}\left(\frac{1}{n} \sum_{i}\left|\frac{1}{h} k\left(\frac{\bar{x}-x_{i}}{h}\right) d_{i} \varepsilon_{i}\right|\right) & \leq \frac{1}{n h^{2}} E\left[k^{2}\left(\frac{\bar{x}-x}{h}\right) d \sigma^{2}(x)\right] \\
& =\frac{1}{n h} \int_{0}^{M} k^{2}(u) \sigma(\bar{x}+u h) f_{0}(\bar{x}+u h) d u \\
& =o(1)
\end{aligned}
$$

Similarly, $\operatorname{Var}\left(n^{-1} \sum_{i}\left|k_{h}\left(\bar{x}-x_{i}\right) d_{i}\right|\right)=o_{p}(1)$. Thus by Chebyshev's Inequality, the uniform convergence results above, and the assumption that $\check{\alpha}-\alpha=o_{p}(1)$, the last three terms in (24) are $o_{p}(1)$.

The conclusion that $\check{\sigma}^{2+}(\bar{x}) \xrightarrow{p} \sigma^{2+}(\bar{x})$ follows by another application of Chebyshev's Inequality to the first term of (24) using $\sup _{\mathcal{N}} E\left(\varepsilon^{4} \mid x\right)<\infty$. The other conclusion of the theorem follows similarly.

PROOF OF THEOREM 5: The proof method below follows Stone (1980). First we define a sequence of functions $\theta_{n} \in \Theta$ that approach $\theta_{0}$. The sequence is chosen to be difficult to distinguish from $\theta_{0}$ given a sample of size $n$ in the sense that the Bayes risk can be bounded away from zero. Then the Bayes risk of a decision rule that takes its action based on an estimator $\hat{\alpha}$ of $\alpha$ is also bounded below. By appropriate choice of such a decision rule such a bound can be re-written to show (11) holds. Equation (12) holds by a modification of this argument. Without loss of generality, we'll take $\bar{x}=0$. Let $P_{\theta}$ denote the distribution of the observation $(x, y)$ under $\theta$ with marginal density for $x, f_{x}$.

Suppose $\phi(x)$ is an infinitely differentiable function such that $\phi(x)=0$ for $x \leq \underline{K}<0$ and $\phi(x)=\zeta>0$ for $x \geq \bar{K}>0$. For $\delta \in(0,1]$ and $N>0$, define

$$
g_{n, \delta}(x)=-\delta N^{p} n^{-\frac{p}{2 p+1}} \phi\left(\frac{n^{\frac{1}{2 p+1}} x}{N}\right)+\delta N^{p} n^{-\frac{p}{2 p+1}} \zeta \mathbf{1}\{x \geq 0\} .
$$

Then a sequence of functions is defined $\theta_{n, \delta}=\theta_{0}+g_{n, \delta} \in \Theta$.
Now note for $n$ large enough,

$$
\begin{aligned}
n E g_{n, 1}^{2}(x)= & n \int_{N n^{\frac{-1}{2 p+1}} \underline{K}}^{0} N^{2 p} n^{\frac{-2 p}{2 p+1}} \phi^{2}\left(\frac{n^{\frac{1}{2 p+1}} x}{N}\right) f_{x}(x) d x \\
& +n \int_{0}^{N n^{\frac{-1}{2 p+1}} \bar{K}} N^{2 p} n^{\frac{-2 p}{2 p+1}}\left(\zeta-\phi\left(\frac{n^{\frac{1}{2 p+1}} x}{N}\right)\right)^{2} f_{x}(x) d x \\
= & n N^{2 p} n^{\frac{-2 p}{2 p+1}} N n^{\frac{-1}{2 p+1}}\left[\int_{\underline{K}}^{0} \phi^{2}(u) f_{x}\left(N n^{-\frac{1}{2 p+1}} u\right) d u+\int_{0}^{\bar{K}}(\zeta-\phi(u))^{2} f_{x}\left(N n^{-\frac{1}{2 p+1}} u\right) d u\right] \\
\leq & N^{2 p+1}\left[\sup _{\underline{K} \leq u \leq 0} \phi^{2}(u)+\sup _{0 \leq u \leq \bar{K}}(r-\phi(u))^{2}\right]\left[\sup _{x \in \mathcal{N}} f_{x}(x)\right](\bar{K}-\underline{K}) \\
< & C<\infty
\end{aligned}
$$

Also, $g_{n, \delta}=\delta g_{n, 1}$, so for the same constant $C$ as above, $n E g_{n, \delta}^{2}(x)<\delta^{2} C$. Then, for any fixed $\delta \in(0,1]$,

$$
\begin{equation*}
\limsup _{n} n E g_{n, \delta}^{2}(x)<\infty \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta \longrightarrow 0} \limsup _{n} n E g_{n, \delta}^{2}(x)=0 \tag{26}
\end{equation*}
$$

Let $\mu_{n}$ and $\nu_{n}$ denote the joint distribution of $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ under $P_{\theta_{0}}$ and $P_{\theta_{n}}$. Let $L_{n}=d \nu_{n} / d \mu_{n}$ (the Radon-Nikodym derivative) and $l_{n}=\ln L_{n}$. Next show that

$$
\begin{equation*}
\limsup _{n} E_{\theta_{0}}\left|l_{n}\right|<\infty \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta \longrightarrow 0} \limsup _{n} E_{\theta_{0}}\left|l_{n}\right|=0 . \tag{28}
\end{equation*}
$$

Since $\phi$ is (uniformly) continuous on $[\underline{K}, \bar{K}]$ and $\sup _{x \notin[\underline{K}, \bar{K}]}|\phi(x)|=\zeta$, there exists a constant $A>0$ such that $\max \{|\phi|,|\zeta-\phi|\} \leq A$. Choose $n$ large enough that $\delta N^{p} n^{\frac{-p}{2 p+1}} A<\tau_{0}$.

If $U$ is an open neighborhood of the origin, one can choose $n$ large enough that $\left\{\left.N n^{\frac{-1}{2 p+1}} x \right\rvert\, x \in\right.$ $[\underline{K}, \bar{K}]\} \subset U$. Then $g_{n, \delta}=0$ on $U^{c}$.

Now a Taylor expansion of $l_{n}$ gives an expression in terms of $g_{n, \delta}$, so that (25) and (26) can be used to prove (27) and (28). Let $l^{\prime}$ and $f^{\prime}$ denote the partial derivatives of $l(y \mid x, t)$ and $f(y \mid x, t)$ with respect to $t$ (and similarly for $l^{\prime \prime}$ and $f^{\prime \prime}$ ).

$$
\begin{aligned}
l_{n} & =\sum_{i}\left[l\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)+g_{n, \delta}\left(x_{i}\right)\right)-l\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)\right] \\
& =\sum_{i: x_{i} \in U} g_{n, \delta}\left(x_{i}\right) l^{\prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)+\frac{1}{2} \sum_{i: x_{i} \in U} g_{n, \delta}^{2}\left(x_{i}\right) l^{\prime \prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)+\tau_{i}\right)
\end{aligned}
$$

for some $\tau_{i}$ with $\left|\tau_{i}\right| \leq \tau_{0}$.
The expectation of the second term in the summand above can be bounded directly,

$$
\begin{aligned}
E_{\theta_{0}}\left|\frac{1}{2} \sum_{i: x_{i} \in U} g_{n, \delta}^{2}\left(x_{i}\right) l^{\prime \prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)+\tau_{i}\right)\right| & \leq E_{\theta_{0}}\left[\frac{1}{2} \sum_{i: x_{i} \in U} g_{n, \delta}^{2}\left(x_{i}\right) M\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)\right] \\
& \leq \frac{C n}{2} E\left[g_{n, \delta}^{2}(x)\right]
\end{aligned}
$$

By assumption,

$$
\int l^{\prime}(y \mid x, t) f(y \mid x, t) \psi(d y)=\int f^{\prime}(y \mid x, t) d y=0
$$

So,

$$
E_{\theta_{0}}\left[\sum_{i: x_{i} \in U} g_{n, \delta}\left(x_{i}\right) l^{\prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)\right]=0
$$

As in the proof of the information matrix equality,

$$
\begin{aligned}
\int\left(l^{\prime}(y \mid x, t)\right)^{2} f(y \mid x, t) d y & =\int f^{\prime \prime}(y \mid x, t) d y-\int l^{\prime \prime}(y \mid x, t) f(y \mid x, t) d y \\
& \leq \int\left|l^{\prime \prime}(y \mid x, t)\right| f(y \mid x, t) d y \\
& \leq \int|M(y \mid x, t)| f(y \mid x, t) d y \\
& \leq C .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
E_{\theta_{0}}\left|\sum_{i: x_{i} \in U} g_{n, \delta}\left(x_{i}\right) l^{\prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)\right| & \leq\left[E_{\theta_{0}}\left(\sum_{i: x_{i} \in U} g_{n, \delta}\left(x_{i}\right) l^{\prime}\left(y_{i} \mid x_{i}, \theta_{0}\left(x_{i}\right)\right)\right)^{2}\right]^{1 / 2} \\
& =\left[n E\left(g_{n, \delta}^{2}(x) E_{\theta_{0}}\left[\left(l^{\prime}\left(y \mid x, \theta_{0}(x)\right)^{2} \mid x, \theta_{0}(x)\right]\right)\right]^{1 / 2}\right. \\
& \leq\left[C n E g_{n, \delta}^{2}(x)\right]^{1 / 2}
\end{aligned}
$$

Then,

$$
E_{\theta_{0}}\left|l_{n}\right| \leq\left[C n E g_{n, \delta}^{2}(x)\right]^{1 / 2}+\frac{C n}{2} E\left[g_{n, \delta}^{2}(x)\right] .
$$

Hence, equations (27) and (28) follow by (25) and (26).
By (27), for some $0<B<\infty, \lim \sup _{n} E_{\theta_{0}}\left|\ln L_{n}\right|<B$. Choose $\epsilon \in\left(0, \frac{1}{2}\right)$ such that $\frac{\epsilon}{1-\epsilon}$ $<e^{-2 B}$. By Markov's Inequality,

$$
\begin{aligned}
\limsup _{n} \mu_{n}\left(\left\{L_{n}>\frac{1-\epsilon}{\epsilon}\right\} \cup\left\{L_{n}<\frac{\epsilon}{1-\epsilon}\right\}\right) & \leq \limsup _{n} \mu_{n}\left(\left|\ln L_{n}\right|>2 B\right) \\
& \leq \frac{1}{2 B} \limsup _{n} E_{\theta_{0}}\left|\ln L_{n}\right| \\
& <\frac{1}{2} .
\end{aligned}
$$

It follows that $\liminf _{n} \mu_{n}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq \frac{1-\epsilon}{\epsilon}\right)>\frac{1}{2}$, so choose $n$ large enough that

$$
\mu_{n}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq \frac{1-\epsilon}{\epsilon}\right)>\frac{1}{2} .
$$

Now consider the decision problem corresponding to a test of a simple hypothesis between $\theta_{n}$ and $\theta_{0}$. The above inequality will be used to derive a lower bound on the Bayes' risk of Bayes' rule. Any other rule based on estimators of $\theta$ will necessarily have greater Bayes' risk, which provides the desired upper bound on the rate of convergence.

Define the following loss function as follows,

$$
L(\theta, a)=\left\{\begin{array}{ll}
1 & \text { if } \theta \neq a \\
0 & \text { if } \theta=a
\end{array} .\right.
$$

Let $\left(x^{n}, y^{n}\right)$ denote the first $n$ data points $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$. Given a prior

$$
\pi(\theta)= \begin{cases}\frac{1}{2} & \text { if } \theta=\theta_{n} \\ \frac{1}{2} & \text { if } \theta=\theta_{0}\end{cases}
$$

the Bayes risk of a decision rule $a\left(x^{n}, y^{n}\right)$ is half the sum of the error probabilities

$$
B\left(\pi, a\left(x^{n}, y^{n}\right)\right)=\frac{1}{2} P_{\theta_{n}}\left(a\left(x^{n}, y^{n}\right)=\theta_{0}\right)+\frac{1}{2} P_{\theta_{0}}\left(a\left(x^{n}, y^{n}\right)=\theta_{n}\right) .
$$

The posterior is

$$
P\left(\theta=\theta_{n} \mid x^{n}, y^{n}\right)=\frac{P_{\theta_{n}}\left(x^{n}, y^{n}\right) \pi\left(\theta_{n}\right)}{P_{\theta_{n}}\left(x^{n}, y^{n}\right) \pi\left(\theta_{n}\right)+P_{\theta_{0}}\left(x^{n}, y^{n}\right) \pi\left(\theta_{0}\right)}=\frac{L_{n}}{L_{n}+1} .
$$

Then, Bayes' Rule is

$$
b\left(x^{n}, y^{n}\right)=\left\{\begin{array}{ll}
\theta_{n} & \text { if } \frac{L_{n}}{L_{n}+1}>\frac{1}{2} \\
\theta_{0} & \text { otherwise }
\end{array}=\left\{\begin{aligned}
\theta_{n} & \text { if } L_{n}>1 \\
\theta_{0} & \text { otherwise }
\end{aligned}\right.\right.
$$

and the corresponding Bayes risk can be bounded below, as follows

$$
\begin{aligned}
B\left(\pi, b\left(x^{n}, y^{n}\right)\right) & =\frac{1}{2} P_{\theta_{n}}\left(L_{n} \leq 1\right)+\frac{1}{2} P_{\theta_{0}}\left(L_{n}>1\right) \\
& \geq \frac{1}{2} \epsilon P_{\theta_{n}}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq 1\right)+\frac{1}{2} P_{\theta_{0}}\left(\frac{1-\epsilon}{\epsilon} \geq L_{n}>1\right) \\
& =\frac{1}{2} \epsilon P_{\theta_{n}}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq 1\right)+\frac{1}{2} \int_{1>\frac{1}{L_{n}} \geq \frac{\epsilon}{1-\epsilon}} \frac{1}{L_{n}} d P_{\theta_{n}} \\
& \geq \frac{1}{2} \epsilon P_{\theta_{n}}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq 1\right)+\frac{1}{2} \epsilon \int_{1>\frac{1}{L_{n}} \geq \frac{\epsilon}{1-\epsilon}} d P_{\theta_{n}} \\
& =\frac{1}{2} \epsilon \mu_{n}\left(\frac{\epsilon}{1-\epsilon} \leq L_{n} \leq \frac{1-\epsilon}{\epsilon}\right) \\
& >\frac{\epsilon}{4} .
\end{aligned}
$$

Now consider a decision rule based on some estimator $\check{\alpha}_{n}$ :

$$
a\left(x^{n}, y^{n}\right)= \begin{cases}\theta_{n} & \text { if } \check{\alpha}_{n} \geq \frac{\alpha\left(\theta_{0}\right)+\alpha\left(\theta_{n}\right)}{2} \\ \theta_{0} & \text { otherwise }\end{cases}
$$

Since Bayes' rule minimizes Bayes' risk,

$$
\begin{aligned}
\frac{\epsilon}{4} & <\frac{1}{2} P_{\theta_{n}}\left(\check{\alpha}_{n}<\frac{\alpha\left(\theta_{0}\right)+\alpha\left(\theta_{n}\right)}{2}\right)+\frac{1}{2} P_{\theta_{0}}\left(\check{\alpha}_{n} \geq \frac{\alpha\left(\theta_{0}\right)+\alpha\left(\theta_{n}\right)}{2}\right) \\
& \leq \frac{1}{2} P_{\theta_{n}}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{n}\right)\right|>\frac{\alpha\left(\theta_{n}\right)-\alpha\left(\theta_{0}\right)}{2}\right)+\frac{1}{2} P_{\theta_{0}}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{0}\right)\right| \geq \frac{\alpha\left(\theta_{n}\right)-\alpha\left(\theta_{0}\right)}{2}\right) \\
& \leq \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right| \geq \frac{\alpha\left(\theta_{n}\right)-\alpha\left(\theta_{0}\right)}{2}\right)
\end{aligned}
$$

Since $N$ can be chosen arbitrarily large and

$$
\frac{\alpha\left(\theta_{n}\right)-\alpha\left(\theta_{0}\right)}{2}=\frac{\alpha+\delta N^{p} n^{\frac{-p}{2 p+1}} \zeta-\alpha}{2}=c n^{\frac{-p}{2 p+1}}
$$

(11) holds, as desired.

Next show (12). Below it will be shown that

$$
\begin{equation*}
\liminf _{n} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right| \geq \frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right) \geq 1-\frac{2}{J} \tag{29}
\end{equation*}
$$

Given $0<\eta<1$, choose $J$ large enough that $\frac{2}{J}<\eta$ and $C=\frac{\delta N^{p} \zeta}{4(J-1)}$. Then for all $c \leq C \leq \frac{\delta N^{p} \zeta}{2(J-1)}$,

$$
\left.\liminf _{n} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right|>c n^{\frac{-p}{2 p+1}}\right) \geq \liminf _{n} \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha(\theta)\right|>\frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right)\right)>1-\eta
$$

Hence, showing (29) will be sufficient to prove (12).
Given $J$ above, let $\xi=\frac{1}{8 J^{3}}$. From (26), $\delta>0$ can be chosen small enough that

$$
\limsup _{n} E_{\theta_{0}}\left|l_{n}\right| \leq\left[C n E g_{n, \delta}^{2}(x)\right]^{1 / 2}+\frac{C n}{2} E\left[g_{n, \delta}^{2}(x)\right]<-\xi \ln (1-\xi)
$$

Then for $j=1, \ldots, J$, set

$$
\theta_{n_{j}}=\theta_{0}+\frac{j-1}{J-1} g_{n, \delta}
$$

If $\nu_{n_{j}}$ denotes the joint distribution of $\left(x^{n}, y^{n}\right)$ under $P_{\theta_{n_{j}}}$, let $L_{n_{j}}$ denote the Radon-Nikodym derivative $d \nu_{n_{j}} / d \nu_{n_{1}}$ and set $l_{n_{j}}=\ln L_{n_{j}}$.

By the same arguments as above,

$$
E_{\theta_{0}}\left|l_{n_{j}}\right| \leq \frac{j-1}{J-1}\left[C n E g_{n, \delta}^{2}(x)\right]^{1 / 2}+\frac{C n}{2} E\left[\left(\frac{j-1}{J-1}\right)^{2} g_{n, \delta}^{2}(x)\right]<-\xi \ln (1-\xi)
$$

Hence, for $j=1, \ldots, J$,

$$
\begin{aligned}
\liminf _{n} \mu_{n}\left(1-\xi \leq L_{n_{j}} \leq \frac{1}{1-\xi}\right) & \geq 1-\limsup _{n} \mu_{n}\left(\left|\ln L_{n_{j}}\right|>-\ln (1-\xi)\right) \\
& \geq 1-\limsup _{n} \frac{1}{-\ln (1-\xi)} E_{\theta_{0}}\left|l_{n_{j}}\right| \\
& >1-\xi
\end{aligned}
$$

Choose $n$ large enough that $P_{\theta_{0}}\left(1-\xi \leq L_{n_{j}} \leq \frac{1}{1-\xi}\right)>1-\xi$ for all $j$.

Then for $j \neq k$ and $j>1$,

$$
\begin{aligned}
P_{\theta_{n_{k}}}\left((1-\xi)^{2} \leq \frac{L_{n_{j}}}{L_{n_{k}}} \leq \frac{1}{(1-\xi)^{2}}\right) & \geq P_{\theta_{n_{k}}}\left(1-\xi \leq L_{n_{j}} \leq \frac{1}{1-\xi} \bigcap 1-\xi \leq L_{n_{k}} \leq \frac{1}{1-\xi}\right) \\
& =\int_{1-\xi \leq L_{n_{j}} \leq \frac{1}{1-\xi}} \mathbf{1}\left\{1-\xi \leq L_{n_{k}} \leq \frac{1}{1-\xi}\right\} L_{n_{k}} d P_{\theta_{0}} \\
& \geq(1-\xi) P_{\theta_{0}}\left(1-\xi \leq L_{n_{j}} \leq \frac{1}{1-\xi}\right) \\
& >(1-\xi)^{2} \geq 1-3 \xi .
\end{aligned}
$$

Similarly,

$$
P_{\theta_{n_{k}}}\left((1-\xi)^{2} \leq \frac{1}{L_{n_{k}}} \leq \frac{1}{(1-\xi)^{2}}\right)>(1-\xi)^{3} \geq 1-3 \xi .
$$

Given a prior $\pi(\theta)=\left\{\begin{array}{cc}\frac{1}{J} & \text { if } \theta=\theta_{n_{j}} \\ 0 & \text { otherwise }\end{array}\right.$, the posterior is $P\left(\theta=\theta_{n_{j}} \mid x^{n}, y^{n}\right)=\frac{L_{n_{j}}}{\sum_{k=1}^{J} L_{n_{k}}}$, where $L_{n_{1}}=1$.

Now for $j \neq k$ and $k>1$,

$$
\begin{aligned}
& P_{\theta_{n_{k}}}\left(\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{j}} \mid x^{n}, y^{n}\right) \leq \frac{1}{(1-4 \xi) J}\right) \\
& \quad \geq P_{\theta_{n_{k}}}\left(\frac{(1-\xi)^{2}}{1+(J-1) \frac{1}{(1-\xi)^{2}}} \leq \frac{\frac{L_{n_{j}}}{L_{n_{k}}}}{1+\sum_{i \neq k} \frac{L_{n_{i}}}{L_{n_{k}}}} \leq \frac{\frac{1}{(1-\xi)^{2}}}{1+(J-1)(1-\xi)^{2}}\right) \\
& \quad \geq P_{\theta_{n_{k}}}\left(\bigcap_{i \neq k}\left\{(1-\xi)^{2} \leq \frac{L_{n_{i}}}{L_{n_{k}}} \leq \frac{1}{(1-\xi)^{2}}\right\}\right) \\
& \quad \geq \sum_{i \neq k} P_{\theta_{n_{k}}}\left((1-\xi)^{2} \leq \frac{L_{n_{i}}}{L_{n_{k}}} \leq \frac{1}{(1-\xi)^{2}}\right)-(J-2) \\
& \quad \geq(J-1)(1-3 \xi)-(J-2)=1-3 \xi(J-1) .
\end{aligned}
$$

By similar arguments,

$$
\begin{gathered}
P_{\theta_{n_{k}}}\left(\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{k}} \mid x^{n}, y^{n}\right) \leq \frac{1}{(1-4 \xi) J}\right) \geq 1-3 \xi(J-1) \\
P_{\theta_{0}}\left(\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{k}} \mid x^{n}, y^{n}\right) \leq \frac{1}{(1-4 \xi) J}\right) \geq 1-3 \xi(J-1), \text { and } \\
P_{\theta_{0}}\left(\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{0} \mid x^{n}, y^{n}\right) \leq \frac{1}{(1-4 \xi) J}\right) \geq 1-3 \xi(J-1) .
\end{gathered}
$$

Using the same loss function as before, a lower bound for the Bayes' risk can now be established. Consider a decision rule $a\left(x^{n}, y^{n}\right)=\theta_{n_{j}}$ with probability $q_{j}\left(x^{n}, y^{n}\right)$ for $j=1, \ldots, J$. Let $P\left(x^{n}, y^{n}\right)$

$$
\begin{aligned}
&= \sum_{j=1}^{J} P_{\theta_{n_{j}}}\left(x^{n}, y^{n}\right) \pi\left(\theta_{n_{j}}\right) . \\
& B\left(\pi, a\left(x^{n}, y^{n}\right)\right) \\
&=\sum_{j=1}^{J} \pi\left(\theta_{n_{j}}\right) \int L\left(\theta_{n_{j}}, a\left(x^{n}, y^{n}\right)\right) P_{\theta_{n_{j}}}\left(x^{n}, y^{n}\right) d\left(x^{n}, y^{n}\right) \\
&=\int\left[\sum_{j=1}^{J}\left(1-q_{j}\left(x^{n}, y^{n}\right)\right) P\left(\theta=\theta_{n_{j}} \mid x^{n}, y^{n}\right)\right] P\left(x^{n}, y^{n}\right) d\left(x^{n}, y^{n}\right) \\
& \geq\left(\frac{1-4 \xi}{J}\right) \int_{\cap_{i=1}^{J}\left\{\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{i}} \mid x^{n}, y^{n}\right) \leq \frac{1}{J(1-4 \xi)}\right\}}\left[\sum_{j=1}^{J}\left(1-q_{j}\left(x^{n}, y^{n}\right)\right)\right] P\left(x^{n}, y^{n}\right) d\left(x^{n}, y^{n}\right) \\
&=\frac{1}{J}(1-4 \xi)(J-1) P\left(\cap_{i=1}^{J}\left\{\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{i}} \mid x^{n}, y^{n}\right) \leq \frac{1}{J(1-4 \xi)}\right\}\right) \\
& \geq(1-4 \xi)\left(1-\frac{1}{J}\right)\left(\sum_{i=1}^{J}\left[\sum_{j=1}^{J} \frac{1}{J} P_{\theta_{n_{j}}}\left(\frac{1-4 \xi}{J} \leq P\left(\theta=\theta_{n_{i}} \mid x^{n}, y^{n}\right) \leq \frac{1}{J(1-4 \xi)}\right)\right]-(J-1)\right) \\
&=(1-4 \xi)\left(1-\frac{1}{J}\right)(J(1-3 \xi(J-1))-(J-1)) \\
& \geq 1-\frac{2}{J}
\end{aligned}
$$

Consider the following decision rule based on an estimator $\check{\alpha}_{n}$ :

$$
a\left(x^{n}, y^{n}\right)= \begin{cases}\theta_{0} & \text { if } \check{\alpha}_{n}<\frac{\alpha\left(\theta_{0}\right)+\alpha\left(\theta_{n_{2}}\right)}{\left(2_{n}\right)} \\ \theta_{n_{j}} & \text { if } \frac{\alpha\left(\theta_{n_{j-1}}\right)+\alpha\left(\theta_{n_{j}}\right)}{2} \leq \check{\alpha}_{n}<\frac{\alpha\left(\theta_{n_{j}}\right)+\alpha\left(\theta_{n_{j+1}}\right)}{2} \text { and } 2 \leq j \leq J-1 \\ \theta_{n_{J}} & \text { if } \check{\alpha}_{n} \geq \frac{\alpha\left(\theta_{n_{J-1}}\right)+\alpha\left(\theta_{n_{J}}\right)}{2}\end{cases}
$$

Note that for $j=2, \ldots, J$,

$$
\frac{\alpha\left(\theta_{n_{j}}\right)-\alpha\left(\theta_{n_{j-1}}\right)}{2}=\frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}} .
$$

So,

$$
\begin{aligned}
1-\frac{2}{J} \leq & \frac{1}{J} P_{\theta_{0}}\left(\check{\alpha}_{n} \geq \frac{\alpha\left(\theta_{0}\right)+\alpha\left(\theta_{n_{2}}\right)}{2}\right)+\frac{1}{J} P_{\theta_{n_{J}}}\left(\check{\alpha}_{n}<\frac{\alpha\left(\theta_{n_{J-1}}\right)+\alpha\left(\theta_{n_{J}}\right)}{2}\right) \\
& +\sum_{j=2}^{J-1} \frac{1}{J} P_{\theta_{n_{j}}}\left(\left\{\check{\alpha}_{n}<\frac{\alpha\left(\theta_{n_{j-1}}\right)+\alpha\left(\theta_{n_{j}}\right)}{2}\right\} \bigcup\left\{\check{\alpha}_{n} \geq \frac{\alpha\left(\theta_{n_{j}}\right)+\alpha\left(\theta_{n_{j+1}}\right)}{2}\right\}\right) \\
\leq & \sum_{j=1}^{J} \frac{1}{J} P_{\theta_{n_{j}}}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{n_{j}}\right)\right| \geq \frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right) \\
\leq & \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{n_{j}}\right)\right| \geq \frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right)
\end{aligned}
$$

which proves (29) and leads to (28) as described before. Thus $\frac{p}{2 p+1}$ is an upper bound to the rate of convergence. From Theorem 2(b) and Theorem 3, the partially linear estimator and local polynomial estimator satisfy (13). Part (a) of Theorem 5 follows.

Since $\Theta \subset \bar{\Theta}$,

$$
\sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{n_{j}}\right)\right| \geq \frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right) \geq \sup _{\theta \in \Theta} P_{\theta}\left(\left|\check{\alpha}_{n}-\alpha\left(\theta_{n_{j}}\right)\right| \geq \frac{\delta N^{p} \zeta}{2(J-1)} n^{\frac{-p}{2 p+1}}\right)
$$

and $\frac{p}{2 p+1}$ is an upper bound to the rate of convergence for part (b) too. From Theorem 3, the partially linear estimator satisfies (13). Part (b) of the theorem is thus proven.

## B Lemmas

The first four lemmas contain uniform convergence results. Let $\mathcal{N}_{1}$ and $\mathcal{N}_{0}$ be compact intervals such that $\bar{x} \in \operatorname{int}\left(\mathcal{N}_{0}\right)$ and $\mathcal{N}_{0} \subset \operatorname{int}\left(\mathcal{N}_{1}\right)$. Define $\mathcal{N}_{1-}=(-\infty, \bar{x}] \cap \mathcal{N}_{1}, \mathcal{N}_{1+}=[\bar{x}, \infty) \cap \mathcal{N}_{1}$, $\mathcal{N}_{0-}=(-\infty, \bar{x}] \cap \mathcal{N}_{0}$, and $\mathcal{N}_{0+}=[\bar{x}, \infty) \cap \mathcal{N}_{0}$.

Lemma B1 Suppose the kernel $k$ is bounded, symmetric, zero outside of a bounded set $\mathcal{M}$ and Lipschitz, and $f_{0}$ is continuous on $\mathcal{N}_{1}$. If $n h / \ln n \longrightarrow \infty$, then $\sup _{x \in \mathcal{N}_{0-}}\left|\hat{f}_{+}(x)-E \hat{f}_{+}(x)\right|=$ $O_{p}\left(\sqrt{\frac{\ln n}{n h}}\right), \sup _{x \in \mathcal{N}_{0+}}\left|\hat{f}_{-}(x)-E \hat{f}_{-}(x)\right|=O_{p}\left(\sqrt{\frac{\ln n}{n h}}\right)$, and $\sup _{x \in \mathcal{N}_{0}}|\hat{f}(x)-E \hat{f}(x)|=O_{p}\left(\sqrt{\frac{\ln n}{n h}}\right)$.

PROOF: By $k$ Lipschitz, $\sup _{|x-z|<n^{-3}}\left|\hat{f}_{+}(x)-\hat{f}_{+}(z)\right| \leq C n^{-3} h^{-2}$. Compact $\mathcal{N}_{0-}$ can be covered by $J$ open balls with centers $x_{j, n}$ and radii $n^{-3}$. There exists $B>0$ such that $J \leq B n^{3}$. Let $x_{j, n}(x)$ denote the center of a ball containing $x$.

$$
\begin{aligned}
\sup _{x \in \mathcal{N}_{0-}}\left|\hat{f}_{+}(x)-E \hat{f}_{+}(x)\right| \leq & \sup _{x \in \mathcal{N}_{0-}}\left|\hat{f}_{+}(x)-\hat{f}_{+}\left(x_{j, n}(x)\right)\right|+\sup _{x \in \mathcal{N}_{0-}} E\left|\hat{f}_{+}(x)-\hat{f}_{+}\left(x_{j, n}(x)\right)\right| \\
& +\sup _{x \in \mathcal{N}_{0-}}\left|\hat{f}_{+}\left(x_{j, n}(x)\right)-E \hat{f}_{+}\left(x_{j, n}(x)\right)\right| \\
\leq & C^{\prime} \frac{1}{n^{3} h^{2}}+\sup _{j}\left|\hat{f}_{+}\left(x_{j, n}\right)-E \hat{f}_{+}\left(x_{j, n}\right)\right|
\end{aligned}
$$

Note that $2 n V\left(k_{h}\left(x_{j, n}-x_{i}\right) d_{i}\right) \leq 2(n / h) \int_{\mathcal{M}} k^{2}(u) f_{0}\left(x_{j, n}+u h\right) d u \leq C(n / h)$ for $n$ large enough. Also, $M \sqrt{\ln n /(n h)}-C^{\prime} n^{-3} h^{-2} \geq(M / 2) \sqrt{\ln n /(n h)}$ for $n$ large enough. Hence, using Bernstein's
inequality,

$$
\begin{aligned}
& \operatorname{Pr}\left(\sup _{\mathcal{N}_{0}-}\left|\hat{f}_{+}(x)-E \hat{f}_{+}(x)\right|>M \sqrt{\frac{\ln n}{n h}}\right) \leq \operatorname{Pr}\left(\sup _{j}\left|\hat{f}_{+}\left(x_{j, n}\right)-E \hat{f}_{+}\left(x_{j, n}\right)\right|>\frac{M}{2} \sqrt{\frac{\ln n}{n h}}\right) \\
& \quad \leq \sum_{j=1}^{J} \operatorname{Pr}\left(\left|\sum_{i=1}^{n}\left[\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) d_{i}-E\left[\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) d_{i}\right]\right]\right|>n \frac{M}{2} \sqrt{\frac{\ln n}{n h}}\right) \\
& \quad \leq\left(B n^{3}\right) 2 \exp \left(\frac{-\frac{M^{2}}{4} n^{2} \frac{\ln n}{n h}}{2 n V\left(\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) d_{i}\right)+\frac{2}{3} \frac{C}{h} n \frac{M}{2} \sqrt{\frac{\ln n}{n h}}}\right) \\
& \quad \leq C n^{3-C^{\prime} M^{2}}=o(1) \quad \text { for } M \text { large enough, }
\end{aligned}
$$

where the last inequality follows by noting that for $n$ large enough $\frac{M}{3} \sqrt{\frac{\ln n}{n h}} \leq \frac{1}{2}$. The remaining results hold analogously.

The next lemma is a modification of Newey (1994) Lemma B. 1 that only bounds a conditional moment of $y$, and the proof follows Newey's.

LEmmA B2 Suppose the kernel $k$ is bounded, symmetric, zero outside of a bounded set $\mathcal{M}$ and Lipschitz, $f_{0}$ is continuous on $\mathcal{N}_{1}$, $\sup _{x \in \mathcal{N}_{1}} E\left[|y|^{2+\zeta} \mid x\right]<\infty$ for some $\zeta>0$, and $n^{\zeta /(2+\zeta)} h /(\ln n)$ $\longrightarrow \infty$. Then $\sup _{x \in \mathcal{N}_{0}}|\tilde{r}(x)-E \tilde{r}(x)|=O_{p}\left(\sqrt{\frac{\ln n}{n h}}\right)$.

PROOF: Note $\tilde{r}(x)=n^{-1} \sum_{i} k_{h}\left(x-x_{i}\right) \tilde{y}_{i}$ and define $\tilde{\tilde{r}}(x)=n^{-1} \sum_{i} k_{h}\left(x-x_{i}\right) \tilde{y}_{i, n}$, where $\tilde{y}_{i, n}=\tilde{y}_{i}$ if $\left|\tilde{y}_{i}\right| \leq P n^{1 /(2+\zeta)} ; \tilde{y}_{i, n}=P n^{1 /(2+\zeta)}$ if $\tilde{y}_{i}>P n^{1 /(2+\zeta)} ; \tilde{y}_{i, n}=-P n^{1 /(2+\zeta)}$ if $\tilde{y}_{i}<-P n^{1 /(2+\zeta)}$. For any $M_{0}>0$ and $n$ large enough,

$$
\begin{align*}
\operatorname{Pr}\left(\sup _{\mathcal{N}_{0}} \sqrt{\frac{n h}{\ln n}}|\tilde{\tilde{r}}(x)-\tilde{r}(x)|>M_{0}\right) & \leq \operatorname{Pr}\left(\tilde{\tilde{r}}(x) \neq \hat{r}(x) \text { for some } x \in \mathcal{N}_{0}\right) \\
& \leq \operatorname{Pr}\left(\tilde{y}_{i, n} \neq \tilde{y}_{i} \text { and } x_{i} \in \mathcal{N}_{1} \text { for some } i\right) \\
& \leq n \operatorname{Pr}\left(\tilde{y}_{i, n} \neq \tilde{y}_{i} \text { and } x_{i} \in \mathcal{N}_{1}\right) \\
& \leq n \operatorname{Pr}\left(\tilde{y}_{i, n} \neq \tilde{y}_{i} \mid x_{i} \in \mathcal{N}_{1}\right) \\
& \leq \frac{1}{P^{2+\zeta}} E\left[\left|\tilde{y}_{i}\right|^{2+\zeta} \mid x_{i} \in \mathcal{N}_{1}\right] \tag{30}
\end{align*}
$$

The last inequality holding by conditional Markov's inequality

For large enough $n$, if $\operatorname{Pr}\left(x_{i} \in \mathcal{N}_{1}\right)=0$, then $|E \tilde{\tilde{r}}(x)-E \tilde{r}(x)|=0$ for $x \in \mathcal{N}_{0}$ almost surely; otherwise,

$$
\begin{align*}
& \sup _{x \in \mathcal{N}_{0}} \sqrt{\frac{n h}{\ln n}}|E \tilde{\tilde{r}}(x)-E \tilde{r}(x)|  \tag{31}\\
& \quad \leq \sup _{x \in \mathcal{N}_{0}} \sqrt{\frac{n h}{\ln n}}\left|E\left[\frac{1}{n h} \sum_{i} k\left(\frac{x-x_{i}}{h}\right)\left(\tilde{y}_{i}-\tilde{y}_{i, n}\right)\right]\right| \\
& \\
& \leq \sup _{x \in \mathcal{N}_{0}} \sqrt{\frac{n h}{\ln n}}\left|E\left[\left.E\left(\tilde{y}_{i}-\tilde{y}_{i, n} \mid x_{i}\right) \frac{1}{h} k\left(\frac{x-x_{i}}{h}\right) \right\rvert\, x_{i} \in \mathcal{N}_{1}\right]\right| \operatorname{Pr}\left(x_{i} \in \mathcal{N}_{1}\right) \\
& \leq \sup _{x \in \mathcal{N}_{0}} \sqrt{\frac{n h}{\ln n}} E\left[\left.E\left[\left.\left(\frac{\left|\tilde{y}_{i}\right|}{P n^{\frac{1}{2+\zeta}}}\right)^{1+\zeta}\left|\tilde{y}_{i}\right| \right\rvert\, x_{i}\right]\left|\frac{1}{h} k\left(\frac{x-x_{i}}{h}\right)\right| \right\rvert\, x_{i} \in \mathcal{N}_{1}\right] \operatorname{Pr}\left(x_{i} \in \mathcal{N}_{1}\right) \\
& \leq C \sqrt{\frac{n h}{\ln n}} \frac{1}{n^{(1+\zeta) /(2+\zeta)} P^{p-1}} \sup _{x \in \mathcal{N}_{0}} E\left[\left.\left|k\left(\frac{x-x_{i}}{h}\right)\right| \right\rvert\, x_{i} \in \mathcal{N}_{1}\right] \operatorname{Pr}\left(x_{i} \in \mathcal{N}_{1}\right) \\
& \leq C^{\prime} \sqrt{\frac{h}{n^{\frac{\zeta}{2+\zeta}} \ln n}} \sup _{x \in \mathcal{N}_{0}} \int_{\mathcal{M}}|k(u)| f_{0}(x+u h) d u  \tag{32}\\
& \\
& =o(1) .
\end{align*}
$$

Cover compact $\mathcal{N}_{0}$ by $J$ open balls (intervals) with centers $x_{j, n}$ and radii $n^{-3}$. There exists $B>0$ such that $J \leq B n^{3}$. Let $x_{j, n}(x)$ denote the the center of the ball containing $x$. Since $k$ is Lipschitz, $\sup _{|x-z|<n^{-3}}|\tilde{\tilde{r}}(x)-\tilde{\tilde{r}}(z)| \leq C n^{-3+1 /(2+\zeta)} h^{-2}$. Then,

$$
\begin{aligned}
\sup _{x \in \mathcal{N}_{0}}|\tilde{\tilde{r}}(x)-E \tilde{\tilde{r}}(x)| \leq & \sup _{x \in \mathcal{N}_{0}}\left|\tilde{\tilde{r}}(x)-\tilde{\tilde{r}}\left(x_{j, n}(x)\right)\right|+\sup _{x \in \mathcal{N}_{0}} E\left|\tilde{\tilde{r}}(x)-\tilde{\tilde{r}}\left(x_{j, n}(x)\right)\right| \\
& +\sup _{x \in \mathcal{N}_{0}}\left|\tilde{\tilde{r}}\left(x_{j, n}(x)\right)-E \tilde{\tilde{r}}\left(x_{j, n}(x)\right)\right| \\
\leq & C^{\prime} \frac{n^{\frac{1}{2+\zeta}}-3}{h^{2}}+\sup _{j}\left|\tilde{\tilde{r}}\left(x_{j, n}\right)-E \tilde{\tilde{r}}\left(x_{j, n}\right)\right|
\end{aligned}
$$

Note that $2 n V\left(k_{h}\left(x_{j, n}-x_{i}\right) \tilde{y}_{i, n}\right) \leq 2 n h^{-2} E\left[k^{2}\left(\left(x_{j, n}-x_{i}\right) / h\right) \tilde{y}_{i}^{2}\right] \leq 2(n / h) \sup _{x_{i} \in \mathcal{N}_{1}} E\left(\tilde{y}_{i}^{2} \mid x_{i}\right)$ $\int_{\mathcal{M}} k^{2}(u) f_{0}\left(x_{j, n}+u h\right) d u \leq C(n / h)$. Also, $M \sqrt{\ln n /(n h)}-C n^{-3+1 /(2+\zeta)} h^{-2} \geq(M / 2) \sqrt{\ln n /(n h)}$ for $n$ large enough. Similarly, we can choose $n$ large enough that $M n^{1 /(2+\zeta)} \sqrt{\ln n /(n h)}<.5$ by supposition. Hence, using Bernstein's inequality,

$$
\begin{align*}
& \operatorname{Pr}\left(\sup _{\mathcal{N}_{0}}|\tilde{r}(x)-E \tilde{\tilde{r}}(x)|>M \sqrt{\frac{\ln n}{n h}}\right) \leq \operatorname{Pr}\left(\sup _{j}\left|\tilde{\tilde{r}}\left(x_{j, n}\right)-E \tilde{\tilde{r}}\left(x_{j, n}\right)\right|>\frac{M}{2} \sqrt{\frac{\ln n}{n h}}\right) \\
& \quad \leq \sum_{j=1}^{J} \operatorname{Pr}\left(\left|\sum_{i=1}^{n}\left[\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) \tilde{y}_{i, n}-E\left[\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) \tilde{y}_{i, n}\right]\right]\right|>n \frac{M}{2} \sqrt{\frac{\ln n}{n h}}\right) \\
& \quad \leq\left(B n^{3}\right) 2 \exp \left(\frac{-\frac{M^{2}}{4} n^{2} \frac{\ln n}{n h}}{2 n V\left(\frac{1}{h} k\left(\frac{x_{j, n}-x_{i}}{h}\right) \tilde{y}_{i, n}\right)+\frac{21}{3} P n^{1 /(2+\zeta)} n \frac{M}{2} \sqrt{\frac{\ln n}{n h}}}\right) \\
& \quad \leq C n^{3-C^{\prime} M^{2}}=o(1) \quad \text { for } M \text { large enough. } \tag{33}
\end{align*}
$$

where the last inequality follows by the rate condition giving $\frac{M}{3} P n^{1 /(2+\zeta)} \sqrt{\frac{\ln n}{n h}}<\frac{C}{2}$ for large enough $n$.

Given $\epsilon>0$, choose $P$ such that $P^{-(2+\zeta)} E\left(\left|\tilde{y}_{i}\right|^{2+\zeta} \mid x_{i} \in \mathcal{N}_{1}\right)<\epsilon / 2$. In turn, $P$ determines $\tilde{\tilde{r}}$. From (32), (33), and the triangle inequality, $\sup _{\mathcal{N}_{0}}|\tilde{\tilde{r}}(x)-E \tilde{r}(x)|=O_{p}(\sqrt{\ln n /(n h)})$. So, there exists $M>0$ such that $\operatorname{Pr}\left(\sqrt{n h / \ln n} \sup _{\mathcal{N}_{0}}|\tilde{r}(x)-E \tilde{r}(x)|>M / 2\right)<\epsilon / 2$ for large enough $n$. By (30), $\operatorname{Pr}\left(\sqrt{n h / \ln n} \sup _{\mathcal{N}_{0}}|\tilde{\tilde{r}}(x)-\tilde{r}(x)|>M / 2\right)<\epsilon / 2$. By the triangle inequality, $\operatorname{Pr}\left(\sqrt{n h / \ln n} \sup _{\mathcal{N}_{0}}|\tilde{r}(x)-E \tilde{r}(x)|>M\right)<\epsilon$, and the conclusion follows.

Lemma B3 Suppose the kernel $k$ is bounded, symmetric, zero outside of a bounded set $[-M, M]$. On $\mathcal{N}_{1}, f_{0}$ is continuously differentiable; $m(x)$ is continuously differentiable for $x \neq \bar{x}, x \in \mathcal{N}_{1}$, and $m$ is continuous at $\bar{x}$ with finite right and left-hand derivatives. Then $\sup _{x \in[\bar{x}, \bar{x}+M h]}|E \tilde{r}(x)-r(x)|$ $=O(h)$.

PROOF: For large enough $n$,

$$
\begin{aligned}
& \sup _{x \in[\bar{x}, \bar{x}+M h]}|E \tilde{r}(x)-r(x)| \\
&=\sup _{x \in[\bar{x}, \bar{x}+M h]} \mid \int_{-M}^{\frac{\bar{x}-x}{h}} k(u)[r(x+u h)-r(\bar{x})-(r(x)-r(\bar{x}))] d u \\
& \left.+\int_{\frac{\bar{x}-x}{h}}^{M} k(u)(r(x+u h)-r(x)) d u \right\rvert\,
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sup _{x \in[\bar{x}, \bar{x}+M h]}\left[\sup _{z \in \mathcal{N}_{1-}}\left|r^{\prime-}(z)\right|+\sup _{z \in \mathcal{N}_{1+}}\left|r^{\prime+}(z)\right|\right]|x-\bar{x}| \int_{-M}^{\frac{\bar{x}-x}{h}}|k(u)| d u \\
& +h \sup _{z \in \mathcal{N}_{1-}}\left|r^{\prime-}(z)\right| \int_{-M}^{\frac{\bar{x}-x}{h}}|k(u) u| d u+h \sup _{z \in \mathcal{N}_{1+}}\left|r^{\prime+}(z)\right| \int_{\frac{\bar{x}-x}{h}}^{M}|k(u) u| d u \\
= & O(h)
\end{aligned}
$$

Lemma B4 Suppose the kernel $k$ is bounded, symmetric, zero outside of a bounded set $[-M, M]$ and $\int_{-M}^{M} k(u) u^{j} d u=0$ for $1 \leq j<s$. If $f_{0}$ and $m$ are continuously differentiable to order $s$ on $\mathcal{N}_{1}$, then $\sup _{x \in \mathcal{N}_{0}}\left|E \hat{f}_{0}(x)-f_{0}(x)\right|=O_{p}\left(h^{s}\right)$ and $\sup _{x \in \mathcal{N}_{0}}|E \tilde{r}(x)-r(x)|=O_{p}\left(h^{s}\right)$.

PROOF: For large enough $n$, and some mean value $x_{u}$ between $x$ and $x+u h, \sup _{\mathcal{N}_{0}} \mid E \hat{f}_{0}(x)-$ $f_{0}(x)\left|=\sup _{\mathcal{N}_{0}}\right| \int_{\mathcal{M}} k(u) f_{0}^{(s)}\left(x_{u}\right) u^{s} h^{s} / s!d u \leq \sup _{\mathcal{N}_{1}}\left|f_{0}^{(s)}(x) / s!\right| \int_{\mathcal{M}} k(u) u^{s} d u=O\left(h^{s}\right)$ and similarly for the second conclusion.

Lemma B5 If $\left\{B_{n}\right\}$ is a bounded sequence of matrices with $\left|\operatorname{det}\left(B_{n}\right)\right| \geq \varepsilon \forall n \geq N$ for some $N$ and $\varepsilon>0$ and $r_{n}\left(A_{n}-B_{n}\right)=o_{p}(1)$ for a sequence $r_{n} \longrightarrow \infty$ as $n \longrightarrow \infty$, then $r_{n}\left[\left(A_{n}^{-1}\right)-\left(B_{n}^{-1}\right)\right]$ $=o_{p}(1)$.

PROOF: For bounded sequences, addition and multiplication preserve rates, so $r_{n}\left(\operatorname{det}\left(A_{n}\right)-\right.$ $\left.\operatorname{det}\left(B_{n}\right)\right)=o_{p}(1)$ and $r_{n}\left(\operatorname{det}\left(A_{n}^{j l}\right)-\operatorname{det}\left(B_{n}^{j l}\right)\right)=o_{p}(1)$ for cofactors $A_{n}^{j l}$ and $B_{n}^{j l}$. Using lower case letters to denote scalars, suppose $r_{n}\left(a_{n}-\alpha_{n}\right)=o_{p}(1)$ and $r_{n}\left(d_{n}-\delta_{n}\right)=o_{p}(1)$. If additionally $\left|\delta_{n}\right| \geq \varepsilon$ for $n \geq N$ and $\left\{\alpha_{n}\right\}$ and $\left\{\delta_{n}\right\}$ are bounded sequences, then

$$
\left|r_{n}\left(\frac{a_{n}}{d_{n}}-\frac{\alpha_{n}}{\delta_{n}}\right)\right| \leq \frac{1}{\left|d_{n} \delta_{n}\right|}\left[\left|\delta_{n}\right|\left|r_{n}\left(a_{n}-\alpha_{n}\right)\right|+\left|\alpha_{n}\right|\left|r_{n}\left(d_{n}-\delta_{n}\right)\right|\right]=O_{p}(1) \frac{1}{\varepsilon} C o_{p}(1)=o_{p}(1)
$$

So, $r_{n}\left(\frac{\operatorname{det}\left(A_{n}^{j l}\right)}{\operatorname{det}\left(A_{n}\right)}-\frac{\operatorname{det}\left(B_{n}^{j l}\right)}{\operatorname{det}\left(B_{n}\right)}\right)=o_{p}(1)$.
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[^1]:    ${ }^{1}$ see Härdle and Linton (1994) for further discussion of the nonparametric boundary problem.

[^2]:    ${ }^{2}$ Hahn, Todd, and Van der Klaauw (2001) and Battistin and Rettore (2002) also discuss the case where $D(Z)$ is a deterministic function that varies by individual, see Imbens and Angrist (1994). If $\left(Y_{i, 1}-Y_{i, 0}, D_{i}(Z)\right)$ is jointly independent of $Z_{i}$ for all $Z, D_{i}(Z)$ is discontinuous at $\bar{Z}$ for some $i$, and treatment assignment is monotone in $Z$, then the local average treatment effect (LATE) is identified at the discontinuity. Importantly, this set of identify-

[^3]:    ${ }^{4}$ Alternatively one could have an unbounded kernel support and trimming that becomes negligible as the sample size increases, as in Robinson (1988).

[^4]:    ${ }^{5}$ The kernel could be modified to achieve higher-order type bias reduction. In particular, if the kernel is symmetric and satisfies $\int k(u)|u|^{j} d u=0$ for $1 \leq j<s$, then boundary bias reduction occurs to order $s$. Such kernels are called boundary kernels.

[^5]:    ${ }^{6}$ For notational convenience and to match Robinson's result exactly, I've assumed homoskedasticity for the moment.

[^6]:    ${ }^{7}$ The lemmas of Appendix B contain apparently new boundary uniform convergence results and a uniform convergence result for regression functions that only assumes bounds on conditional moments.
    ${ }^{8}$ The mathematical details of this argument are given following equation (14) in the proof in Appendix A.

[^7]:    ${ }^{9} \mathrm{~A}$ formal limiting distribution result for this case (analogous to Theorem 3) is available from the author.

[^8]:    ${ }^{10}$ Cheng, Fan, and Marron (1997) also develop optimal kernel choices in this context.

[^9]:    ${ }^{11}$ More formally, we could let the conditional distribution be $f(y \mid x, \theta(x)) \psi(d y)$ for some measure $\psi$ on $\mathbb{R}$. As usual, for notational simplicity, we'll suppress $\psi$ and understand that subsequent integrals with respect to $y$ are taken over a given measure that does not need to be Lebesgue (and could include discrete distributions).

[^10]:    ${ }^{12}$ The interested reader may obtain from the author multivariate results circulated in an earlier draft of this paper under the title "Semiparametric Estimation of Regression Discontinuity Models."

[^11]:    ${ }^{13}$ Actually, the definitions of $B_{n+}$ and $B_{n-}$ under part (b) could be used under part (a) as well, but the higher order terms would simply drop out asymptotically.

