Econ 522 – Lecture 21 (Nov 25 2008)
Last Thursday, we began to examine the legal process itself.

We said that the goal of the legal process should be to minimize the sum of two types of costs:

· the administrative costs of implementing the process

·  “error costs” – inefficiencies coming from distorted incentives caused by an imperfect system

We said that, not shockingly, we expect people to sue for harms where the expected gain from suing is bigger than the cost.  Filing fees – the initial costs of beginning a legal complaint – help determine how many people choose to file suits.

When failures to provide a remedy have only distributional effects, the social cost of these errors is close to 0, so filing fees should be high, to minimize administrative costs.

When failures to provide a remedy have strong incentive effects, the social cost of these errors is large, so filing fees should be low.
Trials are costly to both parties – so the expected cost of a trial to the defendant (including litigation costs) is greater than the expected benefit to the plaintiff (net of litigation costs).  

Out-of-court settlements can be Pareto-improving, and seem likely to occur when the two sides agree on the expected judgment that a trial would lead to.

When the parties are each relatively pessimistic about their own chances in court, settlements should be even more likely.

When the parties are relatively optimistic about their own chances, settlements are less likely, and may be impossible.

Before trial, the two parties share information about the case – some of it voluntarily, some of it because they are required to.

The parties will happily share information that corrects the other side’s relative optimism – so voluntary information exchange should make settlements more likely.  Voluntary information exchange reduces both administrative costs and error costs.

During the discovery process, parties are forced to share information that could correct the other side’s relative pessimism, and therefore could make settlement less likely.  Involuntary information exchange reduces error costs, but the impact on administrative costs is unclear.

Pre-Trial Bargaining
Suppose that there are no legal costs to settlement.  After information exchange but before the trial starts, the plaintiff might be willing to accept settlements S such that
S > EJP – LCP
where EJP is the plaintiff’s view of expected judgment and LCP is the plaintiff’s litigation costs.

Similarly, the defendant might be willing to offer settlements S with

S < EJD + LCD
where EJD is the defendant’s view of expected judgment, and LCD is the defendant’s litigation costs.

So settlement is at least a possibility when
EJP – LCP < EJD + LCD
which is when 

EJP – EJD < LCP + LCD
(This doesn’t mean settlement will always happen, just that it’s possible.)

The left-hand side can be thought of as the amount of relative optimism.  When the two sides agree on the expected judgment, this is 0.  Relative pessimism makes this negative, relative optimism makes it positive.  And the right-hand side is the two sides’ combined legal costs.

· Recall earlier in the class, we said that when two parties bargain, one reasonable outcome is when each one gets his threat value – the payoff he could get by not cooperating – plus one-half of the gains from cooperation.

· Let’s consider this same idea in the context of an out-of-court settlement.  And let’s suppose that the two sides agree on the expected outcome of a trial, EJ.

· The two sides bargain over a settlement.  The defendant knows that if bargaining breaks down, they’ll go to trial, and his expected payoff will be – EJ – LCD, so this is his threat point.

· The plaintiff knows that if bargaining breaks down, they’ll go to trial, and his expected payoff will be EJ – LCP, so this is his threat point.
· If they do reach a settlement, their combined payoffs will be 0 – the plaintiff will receive exactly what the defendant pays – so the gains to cooperation are the litigation costs that are avoided, LCD + LCP.
· If bargaining is successful, a reasonable settlement would be for the plaintiff to receive his threat value plus half the gains to cooperation: this would be

EJ – LCP + ½ (LCD + LCP) = EJ – ½ LCP + ½ LCD
· When a trial is equally costly to both parties, this is just EJ

· So when the parties agree on the likely outcome of a trial, and have the same litigation costs, a reasonable settlement is exactly the expected level of damages that would have been awarded at trial.

· The book talks about a different type of legal complaint: a nuisance suit
· This is a lawsuit which has no legal value – if it went to trial, the defendant would definitely win

· The sole purpose of a nuisance suit is to force a settlement.

· Under the principles we just saw, this shouldn’t work if trials are equally costly to both sides

· If LCP = LCD and both sides agree that EJ = 0, then we just saw that a “reasonable settlement” would be 0.
· However, suppose the cost of going to trial is different for the two sides

· The book gives the example of a developer, who has to settle a lawsuit to avoid delaying construction

· In this case, the cost of going to trial would be high for the defendant, since it would include construction delays on top of lawyers’ fees; the plaintiff’s cost of going to trial might be much lower.

· For a concrete example, suppose the cost of going to trial would be $5,000 for the defendant, and $1,000 for the plaintiff

· Assume the suit has no merit – there is no chance of a judgment

· The two sides’ threat points – the value each could get if they are unable to bargain to a settlement – would be -5000 and -1000

· The gains from cooperation are 6000

· The “reasonable” settlement we described earlier gives the plaintiff his threat point plus half the gains from cooperation – here, -1000 + 3000 = 2000

· So the plaintiff might be stuck paying a settlement to avoid a worthless lawsuit, just to avoid the cost of going to trial.

· As we mentioned before, though, even when the parties are not relatively optimistic, settlements may sometimes fail to be reached due to private information

· For example, suppose the defendant made a faulty product, which injured lots of people

· Some people sustained minor injuries, say, $2,000 worth of harm

· Some sustained major injuries, say, $10,000 worth of harm

· But the defendant can’t tell, before going to trial, whether a given plaintiff received major or minor injuries.

· Suppose legal costs are $500 for each side

· If major and minor injuries were equally common and everyone sued, the average judgment might be around $6,000

· With equal litigation costs, this might be a reasonable settlement offer

· But if the defendant offered to settle each case for $6,000, the plaintiffs with minor injuries would all accept, and the plaintiffs with major injuries would go to trial and be awarded larger damages.
· So the defendant has two choices

· He can offer settlements large enough that everyone will accept them

· But if he does this, he creates a large incentive for even people with very minor injuries, or none at all, to initiate meritless lawsuits, hoping to settle

· Or he can offer only very small settlements, or no settlements at all, and accept that he’ll go to trial much of the time.

· (The book points out that we can see nuisance suits as bluffs – people with no valid claim start a lawsuit hoping to settle, knowing that they can’t win at trial.  They point out that another strategy is to settle with some plaintiffs and go to trial with others, at random – basically, making bluffing more costly.)

Trial

· In Europe, judges in civil trials tend to take a more active role in developing the case – this is referred to as an inquisitorial system, since the judge asks questions

· In the U.S., it’s the lawyers’ job to develop the case, with the judge serving as a more passive referee – this is referred to as an adversarial system, since the competing lawyers are adversaries, each serving his own client’s interests

· We can consider the incentives of both lawyers and judges.
Lawyers have a strong incentive to win at trial

· Plaintiff’s lawyers may be working on contingency, so they make more money when their client wins

· Even when this isn’t the case, successful lawyers earn a reputation, and can charge more for their services in the future

· So lawyers are motivated to work hard, but only in the interest of their own client.

On the other hand, judges, by design, have no stake in the outcome of the trial.  (Different countries have different systems for ensuring this.)

· Thus, we expect judges to generally do what is right, rather than what favors one side or the other.
· Judges, however, also have less motivation to work hard.
· The book sums up by saying that “judges have incentives to do what is right and easy; lawyers have incentives to do what is profitable and hard.”
Another important question is who pays the costs of the trial.  We already mentioned that some courts (but not all) charge fees for filing a complaint and for various other stages of the legal process.

· In the U.K., the loser in a lawsuit generally has to pay the legal expenses of the winner

· That is, if someone brings a baseless suit against me and loses, they have to pay my legal expenses

· This discourages “nuisance suits” of the type we described earlier

· However, it also discourages suits where there was actual harm that will be hard to prove.
· In the U.S., each side usually pays their own legal costs.  However, some states have rules that change this under certain circumstances.
One interesting rule like this is Rule 68 of the Federal Rules of Civil Procedure, which reads:

“At any time more than 10 days before the trial begins, a party defending against a claim may serve upon the adverse party an offer [for a settlement]…  If the judgment finally obtained by the offeree is not more favorable than the offer, the offeree must pay the costs incurred after the making of the offer.”

· To make this tangible, consider an example:

· I hit you with my car, and you sue me

· Before trial, I offer you a settlement of $6,000

· You say no, and we go to trial

· If you win at trial (I am held liable), but the judgment is less than $6,000, then under Rule 68, you have to reimburse me for all the costs I incurred after I made the offer.

· The rule does two things to encourage settlements:
· it gives me an added incentive to make a serious settlement offer

· and it gives you an added incentive to accept my offer.

· Your incentive is because if you don’t accept my offer, you may be stuck paying some of my legal costs

· My incentive is the same: if I make you an offer and you refuse, I may end up getting some of my legal costs covered

· This should lead to fewer cases going to trial.

· Rule 68 is not actually as generous as it sounds

· For one thing, attorney’s fees are not always counted as part of the legal fees that are covered

· Also, note that it is one-sided: plaintiffs are penalized for rejecting defendants’ settlement offers, but defendants are not penalized for rejecting plaintiffs’ offers.
The paper by Kathryn Spier on the syllabus, “Pretrial Bargaining and the Design of Fee-Shifting Rules,” gives a game-theory analysis of Rule 68 and similar rules.  The paper is quite technical, but the conclusions she reaches are nice:
· She shows that when both parties have private information about the likely outcome of a trial, a fee-shifting rule like Rule 68 increases the probability of a settlement

· She then goes on to consider what would happen if the court could design the “perfect” rule to maximize the number of cases that are settled out of court.  She shows that this ideal rule would look similar to a a two-sided version of Rule 68, where if the case goes to trial, either side could be penalized for “exaggerating” how strong their case was pre-trial
· In approximate terms, the ideal rule would take each side’s most generous settlement offer, and based on these, compute some cutoff level of damages
· If the case went to trial and the eventual judgment was below this cutoff, the plaintiff would pay both sides’ legal fees; if the eventual ruling was above this cutoff, the defendant would pay both sides’ legal fees

· If the cutoff rule is chosen correctly, this gives each side strong enough incentives to be honest about the strength of their case ahead of time, which maximizes the chance of a settlement.
· (The paper uses a theoretical framework known as “mechanism design” – basically, where someone designs a game ahead of time to get people to reveal private information they have.  Mechanism design is also used as a tool in analyzing auctions, voting rules, and some other situations.  Like I said, the paper itself is pretty technical, but the results are nice.)

Recall that a typical trial has to answer two questions: is the defendant liable, and if so, how much are damages?

· Another variable in the design of a trial system is whether these questions are considered at the same time, or separately

· The book refers to these options as unitary trials – trials where liability and damages are considered at once – and segmented trials – where liability is judged first, and then damages are evaluated in a separate trial segment.

· The book gives an argument in favor of each of them.
· The argument for unitary trials is economies of scope – the reduction in costs from doing more than one thing at once

· The court will have to consider much of the same evidence to judge liability and damages

· In some cases, the two are tightly linked – figuring out negligence under the Hand rule requires knowing how much damage the accident caused
· So when the two are closely related, it is likely cheaper (in terms of time) to evaluate both at once.

· The argument for segmented trials is that the second segment will not always be necessary

· First of all, of course, if the defendant is not held to be liable, damages don’t have to be calculated

· Second, we considered earlier the case where the defense cannot distinguish between legitimate suits and baseless nuisance suits

· This makes it very hard to settle cases ahead of time – the defense can either offer a large settlement that everyone would accept, and live with richly rewarding the nuisance suits; or he has to go to trial with all the legitimate suits.
· In a segmented trial, however, once liability has been established, the parties then have another opportunity to settle.

· So the second phase of the trial could be unnecessary, either because liability was not found, or because the liability phase was enough to filter out the baseless lawsuits and lead to settlement of the legitimate ones.

In the U.S., judges have discretion over whether a trial will be unitary or segmented.

Burden of proof, standard of proof.

The book talks a bit about the burden of proof and the standard of proof at trial.

· Burden of proof is the question of who is responsible for demonstrating what.  In a criminal case, it’s the prosecutor’s burden to show the defendant is guilty, not the defendant’s burden to show he’s innocent.
· Under a negligence rule, the plaintiff generally has the burden of showing that the defendant was negligent

· Under a rule of contributory negligence, once it’s been shown that the defendant was negligent, it is the defendant’s burden to show that the plaintiff was contributorily negligent.

· The standard of proof is the degree of certainty to which something must be proven in court

· In criminal cases, this is “beyond a reasonable doubt” – a very high standard

· In civil cases, the standard of proof is much lower: under the common law, the plaintiff must prove his case by a preponderance of the evidence
· This is usually interpreted as anything beyond 50% certainty.

· (We mentioned earlier that for punitive damages to be assessed, the standard of proof is often higher than this – clear and convincing evidence, which is higher than preponderance but lower than reasonable doubt)

The book gives a couple of examples of ways in which the rules of evidence – rules for what evidence a court should pay attention to – seem inconsistent, if the goal is simply to maximize the probability of getting the right answer.

· They give an example of a concert being held in a 1000-seat auditorium

· 400 ticket holders have taken their seats when a mob breaks in and fills up the remaining seats without tickets

· The concert organizer photographs the crowd, and can identify some people who are in the audience, but doesn’t know who had a ticket and who didn’t.

· Since there were 400 legitimate customers and 600 crashers, each person has a 60% likelihood of having broken the law; but the court tends not to allow this type of statistical argument.
· On the other hand, an eyewitness who thought he could identify one of the gate crashers, but was shown to only identify people correctly 60% of the time, would probably be allowed
Finally, a few thoughts on the appeals process
· In the U.S., there are three levels of federal courts: district courts, circuit courts of appeals, and the Supreme Court

· Litigants in district courts have a right of appeal – the circuit court is required to consider their appeal

· Litigants in circuit courts do not have a right of appeal – the Supreme Court has discretionary review – it can choose whether to consider a particular case or not.

· In some countries, appeals courts hear the entire case again.
· In common law countries, appeals courts tend to only consider certain issues.

· Common law appeals are generally limited to matters of law – whether a legal error was made at trial, such as a statute being applied incorrectly.

· Matters of fact – whether a particular witness was credible enough to convince a jury of a particular claim – are generally not considered on appeal.
Clearly, an appeals process adds to the administrative costs of a legal system

· So it is only beneficial if it reduces error costs

· Cooter and Ulen offer two reasons why this might be the case, and so the appeals process might decrease total social costs:
· Appeals courts are more likely to reverse “wrong” decisions than “right” ones
· This leads losing parties to appeal “wrong” decisions with higher probability than “right” ones
· The first condition is required for the appeals process to reduce error costs at all.

· The second condition – that bad decisions are more likely to be appealed than good decisions – suggests that the reduction in error costs may outweigh the increase in administrative costs.

· (If all cases were equally likely to be appealed, then the appeals process could simply be considered a part of the original trial.)

We’ll come back to the legal process after Thanksgiving when we revisit a couple of big-picture questions about efficiency.

But first, we’ll talk a bit about criminal law.

Tuesday after Thanksgiving, we’ll introduce an economics model of crimes and criminal law, and discuss some of its implications

Today, some empirical facts about crime in the U.S.  Most of this is from Chapter 12 of Cooter and Ulen.

· In 2005, the U.S. had over 2,000,000 prisoners in jails and prisons, up from half a million in 1980; nearly another 5 million are on probation or parole

· 93% are male

· Among those in federal prisons, 60% are in for drug-related offenses

· The incarceration rate in the U.S. – around 0.7% – is more than 7 times that in Western Europe.

· Crime rates in the U.S. (relative to population) decreased steadily from the mid-1930s till the early 1960s

· From the early 1960s to the late 1970s, the rate of all crimes increased sharply.  

· From the early 1980s to the early 1990s, the rate of nonviolent crimes committed by adults dropped sharply; the rate of violent crimes by adults dropped slightly, but the rate of violent crimes by young people went up

· From the mid 1990s till now, both violent and nonviolent crimes have been dropping, sharply in the 1990s and more slowly since 2000.

· (In recent years, nonviolent crime rates have been going up overseas, so that nonviolent crime rates in the U.S. are similar or even below some European countries.

· Violent crime rates are still significantly higher in the U.S., although well below their peak – from 1991 to 2004, the murder rate in the U.S. fell by one-third.)

· Criminals in the U.S. are disproportionally young males, with crime rates generally following trends in the share of the population between ages 14 and 25
· Both violent criminals and their victims are disproportionally African-American.

· A relatively small number of people commit a large fraction of violent crimes.
· The book gives a few consistent characteristics of that group, they’re things you’d expect: they come from dysfunctional families, have relatives who are criminals, do poorly in school, are alcohol- and drug-abusers, live in poor and chaotic neighborhoods, and being misbehavior at a young age.

· Cooter and Ulen try to ballpark the social cost of crime

· The easy part to calculate is money spent on crime prevention and punishment, which is over $100 billion a year.

· (One third is on police; one third is on prisons, and one-third is on courts, prosecutors, public defenders, probation officers, and so on.)

· They estimate nearly another $100 billion of private money is spent on crime prevention, such as alarms and security systems, private guards, and so on.
· They don’t really give numbers for the direct cost of crimes – stolen property, injuries, and so on – but they estimate the total social cost of crime to be $500 billion, or 4% of GDP.
· Cooter and Ulen discuss several empirical attempts to measure the extent to which punishment deters crime.

· It’s often difficult to separate two separate effects:

· deterrence – when punishment gets more severe, crime rates may go down because people are more afraid of being caught

· incapacitation – when punishment gets more severe, say, through longer prison terms, so crime rates may go down just because more criminals are already in jail

· The early literature didn’t deal so directly with this problem, but did find that higher conviction rates and harsher punishments were associated with lower crime rates.
· Two studies, rather than looking at high-level crime rates, studied individual people who were likely to commit crimes: convicted criminals being released from prison

· Within this population, there was still a deterrence effect: those with a high chance of being convicted again were arrested less in the months following release.

· Finally, one paper (by Dan Kessler and Steve Levitt) used a “natural experiment” to isolate the deterrent effect from the incapacitation effect

· In 1982, voters in California passed a ballot initiative which added 5 years to sentences for certain serious crimes for each prior conviction by the criminal

· Any immediate change in crime rates should be due to deterrence, since the number of criminals in prison would only respond gradually

· They found an almost immediate 4% drop in the crimes that were eligible for these “sentence enhancements” – so there did seem to be a clear deterrent effect
· The evidence on how crime rates respond to general economic conditions is more mixed, although the studies tend to use national economic conditions, while you’d expect crime rates to respond more to local conditions in high-crime areas

· The paper on the syllabus by Isaac Ehrlich assumes that potential criminals compare the gains from illegal activity to the wages they could earn in legal jobs.

· There is an interesting paper by Wilson and Abrahamse that explicitly does this calculation

· They looked at a number of “career criminals”.

· Two-thirds of them had relatively stable jobs when they were out of prison, and therefore at least had a reasonable estimate of their “legitimate” wages (which averaged a little under $6 an hour – the study was done in the early 1990s).

· Wilson and Abrahamse came up with estimates of the income from criminal activity, and compared it with the income from legitimate work.
· They separated the criminals into two groups: “high-rate” offenders and “mid-rate” offenders.

· They found that among mid-rate offenders, crime mostly didn’t pay – working paid higher than criminal activity for most types of crime (although not for auto theft).

· Among the high-rate offenders, however, crime mostly did pay – criminal activity paid higher than legitimate wages for most types of crimes.

· However, when the cost of punishment (imprisonment) were added, this reversed itself – adjusted for expected punishment, criminal activity paid worse than legitimate work.
· Wilson and Abrahamse considered, but rejected, the notion that crimes were committed because of a lack of opportunity for legal work, or because of problems with alcohol and drugs

· (Two-thirds of the offenders did have alcohol or drug problems, but the authors concluded that this didn’t preclude them holding down legal jobs.)  
· They instead concluded that career criminals are “temperamentally disposed to overvalue the benefits of crime and to undervalue its costs” because they are “inordinately impulsive or present-oriented.”

We said that the crime rate in the U.S. dropped significantly in the 1990s.  A number of different explanations have been given:

· deterrence and incapacitation

· the decline of crack cocaine, which had driven much of the crime in the 1980s

· the economic boom of the 1990s

· more victim precaution (?)

· a change in policing strategies

A paper by Donohue and Levitt (the most controversial part of Freakonomics) gave a different explanation: abortion.

· The U.S. supreme court legalized abortion in early 1973

· The number of legal abortions was on the scale of 1,000,000 a year (rising to 1.6 million by 1980), which is quite significant relative to a birth rate around 3,000,000 per year

· We said before that violent crimes are largely committed by males of certain ages; Donohue and Levitt argue that legalized abortion led to a smaller “cohort” of people in the high-crime age group starting in the early 1990s.

· (A quick aside: birth rates, both total and relative to population, were indeed lower from 1973 to 1978 than they had been in previous years.  However, they had been dropping steadily well before 1973.

· Birth rates, both total and relative to population, were already substantially lower in the late 1960s and early 1970s than they had been in the 50s and early 60s; the birth rate in 1972 was the lowest it had been since 1950, when the population was substantially smaller.

· So even if the demographics of adolescent youth were a large part of the drop in crime, that’s not necessarily a direct result of legalized abortion.)

· Donohue and Levitt do offer some interesting evidence in support of their hypothesis

· For one thing, five states legalized abortion three years before Roe v. Wade; the drop in crime rates began earlier in those five states than in the rest of the country
· The states with higher abortion rates in the late 1970s and early 1980s did seem to have more dramatic drops in crime from 1985 to 1997, but no different crime patterns before that point

· And most of the drop in crime rate was due to a drop in crime committed by that age cohort – that is, the crime rates among “older” people in the 1990s did not fall.

· Donohue and Levitt argue that legalized abortion explains 50% of the drop in crime in the 1990s

· of this 50%, half is due to its effect on the size of the cohort (just a reduction in the population of the high-crime age group)

· and the other half due to its composition: that those children not born were more likely to have been born to teenage mothers, single mothers, and the poor, and were therefore disproportionately likely to become criminals.

We’ve already said that imprisonment has multiple effects:

· acts as a deterrent

· punishes the guilty

· gives an opportunity for rehabilitation

· incapacitates offenders

Cooter and Ulen point out that incapacitation is only effective under certain situations.

· First, incapacitation only matters if an arrested criminal won’t be immediately replaced by someone else

· If you arrest the head of a drug gang, his top lieutenant might take over, and crime might go on apace

· Cooter and Ulen put it this way: incapacitation is effective at reducing crime when the supply of criminals is inelastic.

· Second, incapacitation only matters if it changes the number of crimes a person will commit, rather than just delaying them until he gets out of prison

· If punishment for a third offense is very severe, most criminals might choose to only commit crimes until they’ve been caught twice

· A long sentence for the first offense may delay the second round of crimes, but not eliminate it

· On the other hand, crimes that are caused by impulsive youth, and whose motivation fades with age, would be lowered by incapacitation.

· Recent estimates are that the direct costs of holding someone in a maximum-security prison are $40,000 per year

· Some states still have prisoners do useful work – Attica State Prison in New York had a metal shop

· There’s a firm in Minnesota that employs inmates as computer programmers; medium-security prisons in Illinois make marching band uniforms.

· However, there are legal limitations on this.

· Between 1980 and 1990, most state and federal courts moved from giving the judge wide discretion in sentencing toward mandatory sentencing

· In many cases, a combination of the seriousness of the crime and the offender’s past history pin down the exact punishment.

· Much of the increase in the prison population is traced to mandatory sentencing in drug cases.

· In recent years, due partly to overcrowded prisons and rising costs, there’s been some blowback.

· Michigan and Louisiana recently moved from mandatory sentencing back to discretionary sentencing; Mississippi, which abolished discretionary parole in 1995, brought it back for nonviolent first-time offenders

· Eighteen other states have passed some sort of sentencing reforms.

death penalty

In 1972, the U.S. Supreme Court found that the death penalty, as it was being applied, was unconstitutional.  (They claimed that it was being applied in a way that was “capricious and discriminatory.”)  Following that, several states changed the way the death penalty was administered comply with the decision, and in 1976 the Supreme Court upheld some of the new laws.

Since then, executions have averaged 41 per year, with Texas and Oklahoma combined accounting for half of them.  There are around 3000 prisoners on death row, and the number has been falling.

(Since 1976, there have also been 304 inmates on death row who were found to be innocent, and many more who were pardoned or commuted by governors.  In 2003, the outgoing governor of Illinois converted the sentences of all 167 Illinois prisoners on death row to life in prison.)

There have been numerous studies on whether the death penalty actually deters crime, and the results have varied widely.  Some have found no deterrent effect, others have found a strong one, and all the results appear to be very sensitive to the exact formulation of the empirical model.  (The results literally range from no effect at all on one end, to each incremental execution preventing 150 murders, with many studies finding a much lower, but positive, level of deterrence.)

One problem complicating things is that, in situations where the death penalty will almost certainly be applied, judges and juries are sometimes less willing to convict someone.

There’s a recent paper by Steven Durlauf (here at Wisconsin) and three other authors, who point out that existing results on deterrence are very sensitive to the exact formulation of the empirical model used.  Given that, they argue not that the results are useless, but that model uncertainty – that is, uncertainty over which model is correct – should be explicitly incorporated into the model.  They propose a way of doing this, and find a modest, though not particularly strong, deterrent effect.

The direct costs of capital punishment are currently quite high, due to a number of legal protections: capital cases are longer, more jurors are rejected, and the trial is often divided into two phases, one for guilt and one for sentencing, as well as automatic appeals.  In addition, holding someone on death row is more expensive than keeping them with the rest of the prison population.

drugs

Cooter and Ulen discuss a bit the efforts to control illegal drug use.  They point out that increasing the expected punishment for selling drugs will increase the price.  What happens then depends on the elasticity of demand.

Casual (occasional) drug users tend to have fairly elastic demand.  When the price of drugs (or the risk or difficulty in obtaining them) goes up, their demand goes down significantly; so punishing drug sales has the desired effect.

On the other hand, addicts tend to have very inelastic demand – since they’re physically dependent on the drug, they still want to consume nearly the same amount.  So price goes up, but demand stays nearly the same.  What changes is expenditures – addicts must pay more for drugs.  For those who support their habits via crime, this can lead to more crime.

Cooter and Ulen point out that the “ideal” policy might be to raise the price to non-addicts without raising the price to addicts.  Several programs in Europe to just that – addicts can register with the government and receive drugs cheaply, while those who do not register face higher street prices.  Not sure I see that happening here so much.

Cooter and Ulen also point out the difficulty in eradicating supply, since wiping out production in one country leads to more production in other countries; and discuss a bit the arguments for legalization in various forms.

guns

Cooter and Ulen also spend a little time on gun control.  They point out that both violent crime and gun ownership are high in the U.S. relative to Europe, and tend to be correlated over time as well.  However, they point out that causation could go either way: more guns might cause more crime, or more crime might lead more people to want to own guns.

Empirical work has not demonstrated a clear link between handgun ownership and violent crime.

One interesting tidbit is that the U.S., Canada, and Great Britain have similar burglary rates.  However, in the U.S., where handgun ownership is generally legal, a much smaller fraction of these burglaries occur when the victims are at home.  In the U.S., “hot” burglaries are only 10% of total burglaries; in Canada and Great Britain, around 50%.
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