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Difference Model

Lets think about a simple evaluation of a policy.

If we have data on a bunch of people right before the policy is
enacted and on the same group of people after it is enacted we
can try to identify the effect.

Suppose we have two years of data 0 and 1 and that the policy
is enacted in between

We could try to identify the effect by simply looking at before
and after the policy

That is we can identify the effect as

Ȳ1 − Ȳ0



As we showed in the previous set of lecture notes, we could
formally justify this with a fixed effects model.

Let
Yit = β0 + αTit + θi + uit

We have in mind that

Tit =

{
0 t = 0
1 t = 1

We will also assume that uit is orthogonal to Tit after accounting
for the fixed effect

We don’t need to make any assumptions about θi



Since in the two period case fixed effects is just first difference
we can write this as

Yi1 − Yi0 = α+ ui1 − ui0

so

α̂ =Yi1 − Yi0

=Ȳi1 − Ȳi0

This is sometimes called the “difference model”



The problem is that this essentially assumes that there aren’t
any changes in time other than the policy

That is suppose something else happened between times 0
and 1 other than just the program.

We will attribute whatever that is to the program.

If we added time dummy variables into our model we could not
separate a time effect from Tit



That is if
Yit = β0 + αTit + δt + θi + uit

Then

E (Yi1 − Yi0) = E ([β0 + α+ δ + θi + ui1]− [β0 + θi + ui0])

= α+ δ



To solve this problem, suppose we have two groups:

People who are affected by the policy changes (�)

People who are not affected by the policy change (♣)

and only two time periods before (t = 0) and after (t = 1)

We can think of using the controls to pick up the time changes:

Ȳ♣1 − Ȳ♣0

Then we can estimate our policy effect as a difference in
difference:

α̂ = (Ȳ�1 − Ȳ�0)− (Ȳ♣1 − Ȳ♣0)



To put this in a formal econometric model we can write the data
generation process as

Yit = β0 + αTs(i)t + δt + θi + εit

where s(i) indicates persons suit

Now think about what happens if we run a fixed effect
regression in this case



Let s(i) indicate and individual’s suit (either � or ♣)

Further we will assume that

Tst =


0 s = ♣
0 s = �, t = 0
1 s = �, t = 1



Identification

Lets first think about identification in this case notice that

[E(Yi,1 | S(i) = �)− E(Yi,0 | S(i) = �)]

− [E(Yi,1 | S(i) = ♣)− E(Yi,0 | S(i) = ♣)]

= [(β0 + α+ δ + E(θi | S(i) = �))− (β0 + E(θi | S(i) = �))]

− [(β0 + δ + E(θi | S(i) = ♣))− (β0 + E(θi | S(i) = ♣))]

=α+ δ

− δ
=α



Fixed Effects Estimation

It turns out difference in differences is also equivalent to fixed
effects estimation

As above with two periods fixed effects is equivalent to first
differencing, so we can write the model as

(Yi1 − Yi0) = δ + α
(
Ts(i)1 − Ts(i)0

)
+ (εi1 − εi0)



Let N� and N♣ denote the number of diamonds and clubs in the
data

Note that for �’s, Ts(i)1 − Ts(i)0 = 1, but for ♣’s, Ts(i)1 − Ts(i)0 = 0

This means that
T̄1 − T̄0 =

N�

N� + N♣

and of course
1− (T̄1 − T̄0) =

N♣
N� + N♣



So if we run a regression

α̂ =

∑N
i=1

(
(Ts(i)1 − Ts(i)0)− (T̄1 − T̄0)

)
(Yi1 − Yi0)∑N

i=1

(
Ts(i)1 − Ts(i)0 − T̄1 + T̄0

)2

=
N�

(
N♣

N♣+N�

)
(Ȳ�1 − Ȳ�0)− N♣

N�
N♣+N�

(Ȳ♣1 − Ȳ♣0)

N�

(
N♣

N♣+N�

)2
+ N♣

(
N�

N♣+N�

)2

=

N�N♣
N♣+N�

(Ȳ�1 − Ȳ�0)− N♣N�
N♣+N�

(Ȳ♣1 − Ȳ♣0)

N�N♣(N♣+N�)
(N♣+N�)2

= (Ȳ�1 − Ȳ�0)− (Ȳ♣1 − Ȳ♣0)



Actually you don’t need panel data, but could do just fine with
repeated cross section data.

In this case we add a dummy variable for being a �, let this be
�i

Then we can write the regression as

Yi = β̂0 + α̂Ts(i)t(i) + δ̂t(i) + γ̂�i + ε̂i

where s(i) is the suit of person i and t(i) is the time period in
which we see them.



Thus there are 4 categories of people

Category Ts(i)t(i) t(i) �i

�, 0 0 0 1
�, 1 1 1 1
♣, 0 0 0 0
♣, 1 0 1 0



To show this works, lets work with the GMM equations (or
Normal equations)

Intercept:

0 =

N∑
i=1

ε̂i

=
∑
�,0

ε̂i +
∑
�,1

ε̂i +
∑
♣,0

ε̂i +
∑
♣,1

ε̂i

Ts(i)t(i) :

0 =

N∑
i=1

Ts(i)t(i)ε̂i

=
∑
�,1

ε̂i



t(i) :

0 =
1
N

N∑
i=1

t(i)ε̂i

=
∑
�,1

ε̂i +
∑
♣,1

ε̂i

�i :

0 =
1
N

N∑
i=1

�iε̂i

=
∑
�,0

ε̂i +
∑
�,1

ε̂i



We can rewrite these equations as

0 =
∑
�,0

ε̂i

0 =
∑
�,1

ε̂i

0 =
∑
♣,0

ε̂i

0 =
∑
♣,1

ε̂i



Using
Yi = β̂0 + α̂Ts(i)t(i) + δ̂t(i) + γ̂�i + ε̂i

we can write as

Ȳ�,0 =β̂0 + γ̂

Ȳ�,1 =β̂0 + α̂+ δ̂ + γ̂

Ȳ♣,0 =β̂0

Ȳ♣,1 =β̂0 + δ̂



We can solve for the parameters as

β̂0 =Ȳ♣0

γ̂ =Ȳ�0 − Ȳ♣0

δ̂ =Ȳ♣1 − Ȳ♣0

α̂ =Ȳ�1 − Ȳ♣0 − (Ȳ♣1 − Ȳ♣0)− (Ȳ�0 − Ȳ♣0)

= (Ȳ�1 − Ȳ�0)− (Ȳ♣1 − Ȳ♣0)

Now more generally we can think of “difference in differences”
as

Yi = β0 + αTg(i)t(i) + X′itβ + δt(i) + θg(i) + εi

where g(i) is the individual’s group

There are many papers that do this basic sort of thing



Eissa and Liebman “Labor Supply Response to the
Earned Income Tax Credit” (QJE, 1996)

They want to estimate the effect of the earned income tax credit
on labor supply of women

The EITC is a subsidy that goes mostly to low income women
who have children

It looks something like this:





Eissa and Liebman evaluate the effect of the effect on EITC
from the Tax Reform Act of 1986.

At that time only people with children were eligible

They use:

For Treatments: Single women with kids
For Controls: Single women without kids

They look before and after the EITC

Here is the simple model
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Note that this is nice and suggests it really is a true effect

As an alternative suppose the data showed

Treatment Control
Before 1.00 1.50
After 1.10 1.65

This would give a difference in difference estimate of -0.05.

However how do we know what the right metric is?



Take logs and you get

Treatment Control
Before 0.00 0.41
After 0.10 0.50

This gives diff-in-diff estimate of 0.01

So even the sign is not robust



However if the model looks like this, we have much stronger
evidence of an effect





Eissa and Liebman estimate the model as a probit

Prob(Yi = 1) = Φ
(
β0 + αTg(i)t + X′iβ + δt(i) + θg(i)

)
They also look at the effect of the EITC on hours of work
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Donahue and Levitt “The Impact of Legalized Abortion
on Crime” (QJE, 2001)

This was a paper that got a huge amount of attention in the
press at the time

They show (or claim to show) that there was a large effect of
abortion on crime rates

The story is that the children who were not born as a result of
the legalization were more likely to become criminals

This could be either because of the types of families they were
likely to be born to, or because there was differential timing of
birth



Identification comes because 5 states legalized abortion prior
to Roe v. Wade (around 1970): New York, Alaska, Hawaii,
Washington, and California

In 1973 the supreme court legalized abortion with Roe v. Wade

What makes this complicated is that newborns very rarely
commit crimes

They need to match the timing of abortion with the age that kids
are likely to commence their criminal behavior



They use the concept of effective abortion which for state j at
time t is

EffectiveAbortionjt =
∑

a

Abortionlegaljt−a

(
Arrestsa

Arreststotal

)
The model is then estimated using difference in differences:

log(Crimejt) = β1EffectiveAbortionjt + X′jtΘ + γj + λt + εjt



came broadly available in �ve states in 1970 when New York,

Washington, Alaska, and Hawaii repealed their antiabortion

laws, and the Supreme Court of California (ruling in late 1969)

held that the state’s law banning abortion was unconstitutional.

Legalized abortion was suddenly extended to the entire United

States on January 22, 1973, with the landmark ruling of the

United States Supreme Court in Roe v. Wade.

The Supreme Court in Roe explicitly considered the conse-

quences of its decision in stating:

The detriment that the State would impose upon the pregnant woman by

denying this choice altogether is apparent. Speci�c and direct harm medi-

cally diagnosable even in early pregnancy may be involved. Maternity, or

additional offspring, may force upon the woman a distressful life and future.

Psychological harm may be imminent. Mental and physical health may be

taxed by child care. There is also the distress, for all concerned, associated

with the unwanted child, and there is the problem of bringing a child into a

family already unable, psychologically and otherwise, to care for it.
5

The available data suggest that the number of abortions

increased dramatically following legalization, although there

is little direct evidence on the number of illegal abortions

performed in the 1960s. As Figure I illustrates, the total num-

5. Roe v. Wade, 410 U. S. 110, 153 (1973).

FIGURE I

Total Abortions by Year

Source: Alan Guttmacher Institute [1992].
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and 1991, violent crime nearly doubled, property crime increased

almost 40 percent, and murder was roughly unchanged (despite

substantial �uctuations in the intervening years). The year 1991

represents a local maximum for all three of the crime measures.

Since that time, each of these crime categories has steadily fallen.

Murder has fallen by 40 percent and the other two categories are

down more than 30 percent.

The National Crime Victimization Survey (NCVS), which

gathers information on self-reported crime victimizations, offers

another perspective on national crime patterns in Figure III.

According to victimization surveys, violent crime fell through the

early 1980s, increased from that point until 1993, and fell sharply

thereafter. Property crime fell throughout the period 1973 to

1991, and began to fall even more quickly thereafter. The crime

declines in the 1990s are even greater using victimization data

than the reported crime statistics. It is notable that the longer

time-series patterns of UCR and victimization data do not match

police in various crime categories each year. While the potential shortcomings of

these data are well recognized (e.g., O’Brien [1985]), they remain the only source

of geographically disaggregated crime data available in the United States.

FIGURE II

Crime Rates from the Uniform Crime Reports, 1973–1999

Data are national aggregate per capita reported violent crime, property crime,

and murder, indexed to equal 100 in the year 1973. All data are from the FBI’s

Uniform Crime Reports, published annually.
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1988 period is mixed. Property crime fell signi�cantly in early-
legalizing states relative to the rest of the United States (29.8
percentage points), and the difference is more than twice as large
as the preexisting trend in the �rst column. There is no apparent
impact on violent crime or murder by 1988. Nonetheless, the
earlier impact on property crime is consistent with the fact that
offenses committed by the very young are disproportionately con-
centrated in property crime. For instance, in 1995 those under
age eighteen accounted for over one-third of all property crime
arrests, but less than 20 percent of violent crime and murder
arrests.

TABLE I
CRIME TRENDS FOR STATES LEGALIZING ABORTION EARLY VERSUS

THE REST OF THE UNITED STATES

Crime category

Percent change in crime rate over the period
Cumulative,

1982–19971976–1982 1982–1985 1988–1994 1994–1997

Violent crime
Early legalizers 16.6 11.1 1.9 225.8 212.8
Rest of U. S. 20.9 13.2 15.4 211.0 17.6
Difference 24.3 22.1 213.4 214.8 230.4

(5.5) (5.4) (4.4) (3.3) (8.1)
Property crime

Early legalizers 1.7 28.3 214.3 221.5 244.1
Rest of U. S. 6.0 1.5 25.9 24.3 28.8
Difference 24.3 29.8 28.4 217.2 235.3

(2.9) (4.0) (4.2) (2.4) (5.8)
Murder

Early legalizers 6.3 0.5 2.7 244.0 240.8
Rest of U. S. 1.7 28.8 5.2 221.1 224.6
Difference 4.6 9.3 22.5 222.9 216.2

(7.4) (6.8) (8.6) (6.8) (10.7)

Effective abortion rate
at end of period

Early legalizers 0.0 64.0 238.6 327.0 327.0
Rest of U. S. 0.0 10.4 87.7 141.0 141.0
Difference 0.0 53.6 150.9 186.0 186.0

Early legalizing states are Alaska, California, Hawaii, New York, and Washington. These �ve states
legalized abortion in late 1969 or 1970. In the remaining states, abortion became legal in 1973 after Roe v.

Wade. Percent change in crime rate is calculated by subtracting the �xed 1985 population-weightedaverage
of the natural log of the crime rate at the beginning of the period from the �xed 1985 population-weighted
average of the natural log of the crime rate at the end of the period. The rows labeled “Difference” are the
difference between early legalizers and the rest of the United States (standard errors are reported in
parentheses). The bottom panel of the table presents the effective abortion rate for violent crime, as
calculated using equation (1) in the text, based on the observed age distribution of national arrests for violent
crime in 1985. Entries in the table are �xed 1985 population-weighted averages of the states. Abortion data
are from the Alan Guttmacher Institute; crime data are from Uniform Crime Reports. Because of missing
crime data for 1976, the 1976–1982 calculations omit the District of Columbia. Precise data sources are
provided in the Data Appendix.
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By 1994, the gap in the “effective abortion rate” between
early-legalizing states and all others had grown to 150.9. The
early-legalizing states experienced declines in crime relative to
the rest of the United States in all three crime categories. The
trend accelerates between 1994 and 1997, with double-digit (and
highly statistically signi�cant) differences for each of the crimes.
The last column of Table I shows that the cumulative decrease in

FIGURE IVa
Changes in Violent Crime and Abortion Rates, 1985–1997

FIGURE IVb
Changes in Property Crime and Abortion Rates, 1985–1997
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by the coef�cients on abortion is substantial. An increase in the
effective abortion rate of 100 per 1000 live births (the mean
effective abortion rate in 1997 for violent crime is 180 with a
standard deviation of 96 across states) is associated with a reduc-
tion of 12 percent in murder, 13 percent in violent crime, and 9
percent in property crime. In Table II, comparing the states in the
top third with respect to abortions to the states in the bottom
third, our parameter estimates imply that crime fell an additional
16–25 percent in the former states by 1997 due to greater usage

TABLE IV
PANEL-DATA ESTIMATES OF THE RELATIONSHIP BETWEEN

ABORTION RATES AND CRIME

Variable

ln(Violent
crime per

capita)

ln(Property
crime per

capita)
ln(Murder per

capita)

(1) (2) (3) (4) (5) (6)

“Effective” abortion rate
(3 100)

2.137 2.129 2.095 2.091 2.108 2.121
(.023) (.024) (.018) (.018) (.036) (.047)

ln(prisoners per capita)
(t 2 1)

— 2.027 — 2.159 — 2.231
(.044) (.036) (.080)

ln(police per capita)
(t 2 1)

— 2.028 — 2.049 — 2.300
(.045) (.045) (.109)

State unemployment rate
(percent unemployed)

— .069 — 1.310 — .968
(.505) (.389) (.794)

ln(state income per
capita)

— .049 — .084 — 2.098
(.213) (.162) (.465)

Poverty rate (percent
below poverty line)

— 2.000 — 2.001 — 2.005
(.002) (.001) (.004)

AFDC generosity (t 2
15) (3 1000)

— .008 — .002 — 2.000
(.005) (.004) (.000)

Shall-issue concealed
weapons law

— 2.004 — .039 — 2.015
(.012) (.011) (.032)

Beer consumption per
capita (gallons)

— .004 — .004 — .006
(.003) (.003) (.008)

R
2 .938 .942 .990 .992 .914 .918

The dependent variable is the log in the per capita crime rate named at the top of each pair of columns.
The �rst column in each pair presents results from speci�cations in which the only additional covariates are
state- and year-�xed effects. The second column presents results using the full speci�cation. The data set is
comprised of annual state-level observations (including the District of Columbia) for the period 1985–1997.
The number of observations is equal to 663 in all columns. State- and year-�xed effects are included in all
speci�cations. The prison and police variables are once-lagged to minimize endogeneity. Estimation is
performed using a two-step procedure. In the �rst step, weighted least squares estimates are obtained, with
weights determined by state population. In the second step, a panel data generalization of the Prais-Winsten
correction for serial correlation developed by Bhargava et al. [1982] is implemented. Standard errors are in
parentheses. Data sources for all variables are described in the Data Appendix.
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Dynarski “The New Merit Aid”, in College Choices:
The Economics of Where to Go, When to Go, and
How to Pay for it, 2002

(http://ideas.repec.org/p/ecl/harjfk/rwp04-009.html)

In relatively recent years many states have implemented Merit
Aid programs

In general these award scholarships to people who go to school
in state and maintain good grades in high school

Here is a summary



Table 2.1 Merit Aid Program Characteristics, 2003

State Start Eligibility Award (in-state attendance only, exceptions noted)

Arkansas 1991 initial: 2.5 GPA in HS core and 19 ACT public: $2,500
renew: 2.75 college GPA private: same

Florida 1997 initial: 3.0–3.5 HS GPA and 970–1270 SAT/20–28 ACT public: 75–100% tuition/feesa

renew: 2.75–3.0 college GPA private: 75–100% average public tuition/feesa

Georgia 1993 initial: 3.0 HS GPA public: tuition/fees
renew: 3.0 college GPA private: $3,000

Kentucky 1999 initial: 2.5 HS GPA public: $500–3,000a

renew: 2.5–3.0 college GPA private: same
Louisiana 1998 initial: 2.5–3.5 HS GPA and ACT ! state mean public: tuition/fees " $400–800a

renew: 2.3 college GPA private: average public tuition/feesa

Maryland 2002 initial: 3.0 HS GPA in core 2-year school: $1,000
renew: 3.0 college GPA 4-year school: $3,000

Michigan 2000 initial: level 2 of MEAP or 75th percentile of SAT/ACT in-state: $2,500 once
renew: NA out-of-state: $1,000 once

Mississippi 1996 initial: 2.5 GPA and 15 ACT public freshman/sophomore: $500
renew: 2.5 college GPA public junior/senior: $1,000

private: same
Nevada 2000 initial: 3.0 GPA and pass Nevada HS exam public 4-year: tuition/fees (max $2,500)

renew: 2.0 college GPA public 2-year: tuition/fees (max $1,900)
private: none

New Mexico 1997 initial: 2.5 GPA 1st semester of college public: tuition/fees
renew: 2.5 college GPA private: none

South Carolina 1998 initial: 3.0 GPA and 1100 SAT/24 ACT 2-year school: $1,000
renew: 3.0 college GPA 4-year school: $2,000

Tennessee 2003 initial: 3.0–3.75 GPA and 890–1280 SAT/19–29 ACT 2-year school: tuition/fees ($1,500–2,500)a

renew: 3.0 college GPA 4-year school: tuition/fees ($3,000–4,000)a

West Virginia 2002 initial: 3.0 HS GPA in core and 1000 SAT/21 ACT public: tuition/fees
renew: 2.75–3.0 college GPA private: average public tuition/fees

Note: HS # high school.
aAmount of award rises with GPA and/or test score.



Dynarski first looks at the Georgia Hope program (which is
probably the most famous)

Her goal is to estimate the effect of this on college enrollment in
Georgia

yiast = β0 + β1Hopest + δs + δt + δa + εiast

where i is an individual, a is age, s is state, and t is time



The result suggests that HOPE did, as predicted, increase the share of
youths attending college.

I next probe the robustness of this result by adding a set of covariates to
this regression. For reasons discussed earlier, I limit myself to covariates
that are available for the entire sample and exclude any that require that a
youth and his or her parents appear on the same survey record, such as
parental education and income. Control variables indicate whether a youth
lives in a metropolitan area, is African American, or is Hispanic. These
three variables are each interacted with a full set of year effects, so that the
effect of these attributes on schooling decisions is allowed to vary flexibly
over time. I also include the state’s unemployment rate and the median in-
come of families with children who are near college age. These two vari-
ables are intended to capture any Georgia-specific economic shocks that
may have affected college attendance decisions. Results are in column (2).
The coefficient does not change, although the standard error increases to
1.3 percentage points.

I next examine whether the effect of merit aid extends across state bor-
ders. Since students travel across state lines for college, changes in postsec-
ondary education policy in one state will reverberate in neighboring states.
If more Georgians want to go to college, and the supply of colleges is in-
elastic, students from Florida, for example, will be pushed out of school
when HOPE is introduced. The estimating equation is as follows:

(2) yiast ! "0 # "1HOPEst # "2border_meritst # "3Xst # "4Xi # $s # $t

# $a # εiast
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Table 2.2 Estimated Effect of Georgia HOPE Scholarship on College Attendance
of Eighteen-to-Nineteen-Year-Olds (Southern Census region)

(1) (2) (3) (4)

HOPE Scholarship .086 .085 .085 .069
(.008) (.013) (.013) (.019)

Merit program in border state –.005 –.006
(.013) (.013)

State and year effects Y Y Y Y
Median family income Y Y Y
Unemployment rate Y Y Y
Interactions of year effects with 

black, metro, Hispanic Y Y Y
Time trends Y
R2 .020 .059 .059 .056
No. of observations 8,999 8,999 8,999 8,999

Notes: Regressions are weighted by CPS sample weights. Standard errors (in parentheses) are
adjusted for heteroskedasticity and correlation within state cells. Sample consists of eighteen-
to-nineteen-year-olds in Southern Census region, excluding states (other than Georgia) that
introduce merit programs by 2000. See table 2.1 for a list of these states.



She then looks at the broader set of Merit Programs



merit Southern states. The programs of three Southern states (Maryland,
Tennessee, and West Virginia) are excluded, as they were introduced after
2000, the last year of the sample. That leaves seven merit programs, located
in Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, and
South Carolina.

I follow the approach used in the analysis of HOPE, creating a variable
that indicates a year and state in which a merit program is in place. I esti-
mate the following equation:

(4) yiast ! "0 # "1meritst # "2border_meritst # "3Xst # "4Xi # $s # $t

# $a # εiast

Results are in table 2.5. The estimated overall effect of the seven merit pro-
grams is 4.7 percentage points. The estimate is highly significant, with a
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Table 2.5 Effect of All Southern Merit Programs on College Attendance of
Eighteen-to-Nineteen-Year-Olds

All Southern States Southern Merit States 
(N ! 13,965) Only (N ! 5,640)

(1) (2) (3) (4) (5) (6)

Merit program .047 .052
(.011) (.018)

Merit program, Arkansas .048 .016
(.015) (.014)

Merit program, Florida .030 .063
(.014) (.031)

Merit program, Georgia .074 .068
(.010) (.014)

Merit program, Kentucky .073 .063
(.025) (.047)

Merit program, Louisiana .060 .058
(.012) (.022)

Merit program, Mississippi .049 .022
(.014) (.018)

Merit program, South Carolina .044 .014
(.013) (.023)

Merit program, year 1 .024 .051
(.019) (.027)

Merit program, year 2 .010 .043
(.032) (.024)

Merit program, year 3 and after .060 .098
(.030) (.039)

State time trends Y Y
R2 .046 .046 .047 .035 .036 .036

Notes: Specification is that of column (3) in table 2.2, with the addition of state time trends
where noted. Sample consists of eighteen-to-nineteen-year-olds in Southern Census region,
with the last three columns excluding states that have not introduced a merit program by 2000.
Standard errors in parentheses.



mulative GPAs, while those who are freshmen have four years to increase
their effort. The pool of eligible youths may thereby expand over time.

The effect could also diminish over time, if many college students fail to
qualify for scholarship renewals and their younger peers are discouraged
from taking up the scholarship. Further, in the presence of supply con-
straints, the effect of latecomer programs would be smaller than that of ear-
lier programs, as attendance grows and the supply grows tighter. The re-
sults in table 2.5 indicate that, across the merit states, the incentive and
information effects dominate the discouragement effect.

2.6.1 The Effect of Merit Aid on College Choice

The analysis of the previous section indicates that the state merit aid pro-
grams have increased college attendance. I next examine whether these
programs have also affected the choice of college, as was true in Georgia. I
use the analytical framework of the previous section, although I will only
show results that pool the merit states in order to gain precision. All of the
Southern states are included in the sample; results are similar, but less pre-
cise, when the sample is limited to the Southern merit states. I show results
that do and do not include time trends.

Table 2.6 indicates that, overall, the Southern merit programs have had
a strong effect on the choice of college, with a considerable shift toward
four-year public schools of 4.4 percentage points, which is about the same

86 Susan Dynarski

Table 2.6 Effect of All Southern Merit Programs on Schooling Decisions of
Eighteen-to-Nineteen-Year-Olds (all Southern states; N ! 13,965)

College 2-Year 2-Year 4-Year 4-Year
Attendance Public Private Public Private

(1) (2) (3) (4) (5)

No time trends
Merit program .047 –.010 .004 .044 .005

(.011) (.008) (.004) (.014) (.009)
R2 .046 .030 .007 .030 .020

State time trends
Merit program, year 1 .024 –.025 .009 .034 .010

(.019) (.012) (.005) (.012) (.007)
Merit program, year 2 .010 –.015 .002 .028 –.001

(.032) (.018) (.003) (.035) (.011)
Merit program, year 3 .060 –.037 .005 .065 .022

and after (.030) (.013) (.003) (.024) (.010)
R2 .047 .031 .009 .032 .022

Notes: Specification is that of column (3) in table 2.2, with the addition of state time trends
where noted. Sample consists of eighteen-to-nineteen-year-olds in Southern Census region.
Estimates are similar but less precise when sample is limited to Southern merit states. Stan-
dard errors in parentheses.



Event Studies

We have assumed that a treatment here is a static object

Suddenly you don’t have a program, then you implement it,
then you look at the effects

One might think that some programs take a while to get going
so you might not see effects immediately

Others initial effects might be large and then go away

In general there are many other reasons as well why short run
effects may differ from long run effects



The merit aid studies is a nice example they do two things:

Provide a subsidy for people who have good grades to go
to college
Provide an incentive for students in high school to get good
grades (and perhaps then go on to college)

The second will not operate in the short run as long as high
school students didn’t anticipate the program



Analyzing this is actually quite easy. It is just a matter of
redefining the treatment.

In principal you could define the treatment as “being in the first
year of a merit program" and throw out treatments beyond the
second year

You could then define "being in the second year of a merit
program" and throw out other treatments

etc.



It is better to combine them in one regression. You could just
run the regression

Yi = β0 +

L∑
`=0

α`Tg(i)t(i)−` + δg(i) + ρt(i) + εi

Where

Tgt =

{
1 policy started for group g in year t
0 otherwise

(I’ll explain this in more detail later)
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merit Southern states. The programs of three Southern states (Maryland,
Tennessee, and West Virginia) are excluded, as they were introduced after
2000, the last year of the sample. That leaves seven merit programs, located
in Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, and
South Carolina.

I follow the approach used in the analysis of HOPE, creating a variable
that indicates a year and state in which a merit program is in place. I esti-
mate the following equation:

(4) yiast ! "0 # "1meritst # "2border_meritst # "3Xst # "4Xi # $s # $t

# $a # εiast

Results are in table 2.5. The estimated overall effect of the seven merit pro-
grams is 4.7 percentage points. The estimate is highly significant, with a
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Table 2.5 Effect of All Southern Merit Programs on College Attendance of
Eighteen-to-Nineteen-Year-Olds

All Southern States Southern Merit States 
(N ! 13,965) Only (N ! 5,640)

(1) (2) (3) (4) (5) (6)

Merit program .047 .052
(.011) (.018)

Merit program, Arkansas .048 .016
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Merit program, South Carolina .044 .014
(.013) (.023)

Merit program, year 1 .024 .051
(.019) (.027)

Merit program, year 2 .010 .043
(.032) (.024)

Merit program, year 3 and after .060 .098
(.030) (.039)

State time trends Y Y
R2 .046 .046 .047 .035 .036 .036

Notes: Specification is that of column (3) in table 2.2, with the addition of state time trends
where noted. Sample consists of eighteen-to-nineteen-year-olds in Southern Census region,
with the last three columns excluding states that have not introduced a merit program by 2000.
Standard errors in parentheses.



mulative GPAs, while those who are freshmen have four years to increase
their effort. The pool of eligible youths may thereby expand over time.

The effect could also diminish over time, if many college students fail to
qualify for scholarship renewals and their younger peers are discouraged
from taking up the scholarship. Further, in the presence of supply con-
straints, the effect of latecomer programs would be smaller than that of ear-
lier programs, as attendance grows and the supply grows tighter. The re-
sults in table 2.5 indicate that, across the merit states, the incentive and
information effects dominate the discouragement effect.

2.6.1 The Effect of Merit Aid on College Choice

The analysis of the previous section indicates that the state merit aid pro-
grams have increased college attendance. I next examine whether these
programs have also affected the choice of college, as was true in Georgia. I
use the analytical framework of the previous section, although I will only
show results that pool the merit states in order to gain precision. All of the
Southern states are included in the sample; results are similar, but less pre-
cise, when the sample is limited to the Southern merit states. I show results
that do and do not include time trends.

Table 2.6 indicates that, overall, the Southern merit programs have had
a strong effect on the choice of college, with a considerable shift toward
four-year public schools of 4.4 percentage points, which is about the same
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No time trends
Merit program .047 –.010 .004 .044 .005

(.011) (.008) (.004) (.014) (.009)
R2 .046 .030 .007 .030 .020
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Merit program, year 3 .060 –.037 .005 .065 .022
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where noted. Sample consists of eighteen-to-nineteen-year-olds in Southern Census region.
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dard errors in parentheses.



Key Assumption

Lets think about the unbiasedness of DD

Going to the original model above we had

Yi = β0 + αTs(i)t(i) + δt(i) + γ�i + εi

so

α̂ = (Ȳ�1 − Ȳ�0)− (Ȳ♣1 − Ȳ♣0)

= (β0 + α+ δ + γ + ε̄�1 − β0 − γ − ε̄�0)

− (β0 + δ + ε̄♣1 − β0 − ε̄♣0)

=α+ (ε̄�1 − ε̄�0)− (ε̄♣1 − ε̄♣0)



So what you need is

E [(ε̄�1 − ε̄�0)− (ε̄♣1 − ε̄♣0)] = 0

States that change their policy can have different levels of the
error term

But it must be random in terms of the change in the error term



This can be a problem (Ashenfelter’s dip is clear example), but
generally is not that big a deal as states tend to not operate that
quickly

However you might be a bit worried that those states are special

People do two things to adjust for this



Placebo Policies

If a policy was enacted in say 1990 you could pretend it was
enacted in 1985 in the same place and then only use data
through 1989

This is used as a robustness check often

The easiest (and most common) is in the Event framework:
include leads as well as lags in the model

Sort of the basis of Bertrand, Duflo, Mullainathan that I will talk
about



Note that to implement it you can do something like:

Yi = β0 +

L∑
`=−L̃

α`Tg(i)t(i)−` + δg(i) + ρt(i) + εi

where you look L̃ periods before.

However, this is not right.



Getting back to the two groups diamonds and clubs where we
have 6 years of data the treatment is enacted between years 3
and 4 so T�4 = 1

Then then we could write

Tgt−`
T�t(i)+3 T�t(i)+2 T�t(i)+1 T�t(i) T�t(i)−1 T�t(i)−2

�1 1 0 0 0 0 0
�2 0 1 0 0 0 0
�3 0 0 1 0 0 0
�4 0 0 0 1 0 0
�5 0 0 0 0 1 0
�6 0 0 0 0 0 1



Then if we ran the regression it would be

Yi = β0 +

2∑
`=−3

α`T�it(i)−` + δ�i +

6∑
τ=2

ρτ1 (t(i) = τ) + εi

This won’t work

2∑
`=−3

T�it(i)−` =�i

If we want to include the fixed effect �i we must exclude one of
these variables.



The most natural is the period right before or the period right
after.

This is actually quite intuitive.

To see how to interpret the parameters note that this is like the
regression model we discussed before

There are 12 types of people (6 periods×2 groups)
There are 12 parameters β0 + 5αs + δ + 5ρs



Lets normalize α−1 = 0 and think about α−2

Ȳ�,2 =β̂0 + α̂−2 + δ̂ + ρ̂2

Ȳ�,3 =β̂0 + δ̂ + ρ̂3

Ȳ♣,2 =β̂0 + ρ̂2

Ȳ♣,3 =β̂0 + ρ̂3

so

α̂−2 = (Ȳ�,2 − Ȳ�,3)− (Ȳ♣,2 − Ȳ♣,3)

Should be zero under parallel trend assumption



Figure 3: E↵ect of Switch to FDLP on Federal Borrowing Rate
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Average federal borrowing rate one year prior to switch is 52.52 for years 1999-2013.

Figure 4: E↵ect of Switch to FDLP on Federal Borrowing Rate, 4-Year Schools
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Average federal borrowing rate one year prior to switch is 59.57 for years 1999-2013.
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Table 4: E↵ects on Price

Ln(Sticker Price) Sticker Price Ln(Net Price)

�4 yrs Pre T 0.013 848.979 0.025
[0.011] [181.501] [0.017]

Pre 3 0.001 357.041 0.023
[0.011] [213.000] [0.013]

Pre 2 0.002 128.347 0.012
[0.006] [128.419] [0.008]

Enact Year -0.034*** -1016.708*** -0.037**
[0.005] [116.873] [0.008]

Post 1 -0.06*** -1719.337*** -0.056**
[0.007] [183.127] [0.016]

Post 2+ -0.061*** -2409.766*** .
[0.008] [212.998] [.]

DDD -0.052*** -2078.854*** -0.046***
[0.008] [262.784] [0.011]

Obs. 12,729 12,729 6,980
Schools 1,419 1,419 1,412
Clusters 40 40 40

* p < 0.05, ** p < 0.01, *** p < 0.001

Figure 5: E↵ect of Lost Eligibility on Ln(Sticker Price)
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Time Trends

This is really common

One might be worried that states that are trending up or
trending down are more likely to change policy

One can include group×time dummy variables in the model to
fix this problem

Lets go back to the base example but now assume we have
three years of data and that the policy is enacted between
periods 1 and 2



Our model is now:

Yi = β0+αTs(i)t(i)+δ�t(i)�i+δ♣t(i)[1−�i]+δ21(t(i) = 2)+γ�i+εi

Notice that this is 6 parameters in 6 unknowns



We can write it as a Difference in difference in difference:

α̂ = (Ȳ�2 − Ȳ�1)− (Ȳ♣2 − Ȳ♣1)

− (Ȳ�1 − Ȳ�0) + (Ȳ♣1 − Ȳ♣0)

≈ (α+ δ� + δ2)− (δ♣ + δ2)

− (δ�) + (δ♣)

=α

So that works



You can also just do this with state specific time trends

Again it is useful to think about this in terms of a two staged
regression

For regular fixed effects you just take the sample mean out of
X,T, and Y

For fixed effects with a group trend, for each group you regress
X,T, and Y on a time trend with an intercept and take the
residuals

This has become a pretty standard thing to do and both
Donohue and Levitt and also Dynarski did it



Dropping all three of those high abortion states leads to higher

estimates across the board, suggesting that the crime-reducing

impact of abortion may have decreasing returns.

Omitted variables may also be a concern in the regressions

given the relatively limited set of covariates available. One crude

way of addressing this question is to include region-year interac-

tion terms in an attempt to absorb geographically correlated

TABLE V

SENSITIVITY OF ABORTION COEFFICIENTS TO ALTERNATIVE SPECIFICATIONS

Speci�cation

Coef�cient on the “effective” abortion rate

variable when the dependent variable is

ln (Violent

crime per

capita)

ln (Property

crime per

capita)

ln (Murder

per capita)

Baseline 2.129 (.024) 2.091 (.018) 2.121 (.047)

Exclude New York 2.097 (.030) 2.097 (.021) 2.063 (.045)

Exclude California 2.145 (.025) 2.080 (.018) 2.151 (.054)

Exclude District of Columbia 2.149 (.025) 2.112 (.019) 2.159 (.053)

Exclude New York, California,

and District of Columbia 2.175 (.035) 2.125 (.017) 2.273 (.052)

Adjust “effective” abortion rate

for cross-state mobility 2.148 (.027) 2.099 (.020) 2.140 (.055)

Include control for �ow of

immigrants 2.115 (.024) 2.063 (.018) 2.103 (.047)

Include state-speci�c trends 2.078 (.080) .143 (.033) 2.379 (.105)

Include region-year interactions 2.142 (.033) 2.084 (.023) 2.123 (.053)

Unweighted 2.046 (.029) 2.022 (.023) .040 (.054)

Unweighted, exclude District of

Columbia 2.149 (.029) 2.107 (.015) 2.140 (.055)

Unweighted, exclude District of

Columbia, California, and

New York 2.157 (.037) 2.110 (.017) 2.166 (.075)

Include control for overall

fertility rate (t 2 20) 2.127 (.025) 2.093 (.019) 2.123 (.047)

Long difference estimates using

only data from 1985 and 1997 2.109 (.054) 2.077 (.034) 2.089 (.077)

Results in this table are variations on the speci�cations reported in columns (2), (4), and (6) of Table IV.

The top row of the current table is the baseline speci�cation that is presented in Table IV. Except where

noted, all speci�cations are estimated using an annual, state-level panel of data for the years 1985–1997.

Standard errors (in parentheses) are corrected for serial correlation using the Bhargava et al. [1982] two-step

procedure for panel data. The speci�cation that corrects for cross-state mobility does so by using an effective

abortion rate that is a weighted average of the abortion rates in the state of birth for �fteen year-olds residing

in a state in the PUMS 5 percent sample of the 1990 census. Controls for the �ow of immigrants are derived

from changes in the foreign-born population, based on the decennial censuses and 1997 estimates, linearly

interpolated. Region-year interactions are for the nine census regions.
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to 5.5 percentage points). All but two of the eight estimates are significant
at conventional levels.

These shifts in schooling decisions are in the expected direction. Any
subsidy to college will both pull students into two-year public schools
(from not going to college at all) and push them out of two-year public
schools (into four-year colleges). The HOPE Scholarship appears to push
more students out of two-year, public institutions than it pulls in, produc-
ing a net drop at these schools. Most of these students appear to shift to-
ward four-year public institutions, although some also shift into the private
sector.21

2.5.2 The Effect of HOPE on Migration to College

We might expect that HOPE would also affect whether students choose
to attend college in their home state. Data from both the University System
of Georgia (USG) and the Department of Education’s Residence and Mi-
gration Survey suggest that HOPE has had the effect of encouraging Geor-
gia residents who would have attended a four-year college out of state to
stay in Georgia instead. Data from the Residence and Migration Survey in-
dicate that in 1992 about 5,000 Georgians were freshmen at two- and four-
year colleges in the states that border Georgia. This represented an average
of 3.4 percent of the border states’ freshman enrollment. By 1998, just 4,500

The New Merit Aid 79

Table 2.3 Effect of Georgia HOPE Scholarship on Schooling Decisions (October CPS,
1988–2000; Southern Census region)

College 2-Year 2-Year 4-Year 4-Year
Attendance Public Private Public Private

(1) (2) (3) (4) (5)

No time trends
Hope Scholarship .085 –.018 .015 .045 .022

(.013) (.010) (.002) (.015) (.007)
R2 .059 .026 .010 .039 .026

Add time trends
Hope Scholarship .069 –.055 .014 .084 .028

(.019) (.013) (.004) (.023) (.016)
R2 .056 .026 .010 .029 .026

Mean of dependent variable .407 .122 .008 .212 .061

Notes: Specification in “No time trends” is that of column (3) in table 2.2. Specification in “Add time
trends” adds trends estimated on pretreatment data. In each column, two separate trends are included,
one for Georgia and one for the rest of the states. Sample consists of eighteen-to-nineteen-year-olds in
Southern Census region, excluding states (other than Georgia) that introduce a merit program by 2000.
No. of observations ! 8,999. Standard errors in parentheses.

21. Note that the coefficients for the four schooling options do not sum to the overall at-
tendance effect. This is because the type of school is unknown for some students, who appear
as college attenders but not as attending a specific type of school.



Inference
In most of the cases discussed above, the authors had
individual data and state variation

Lets think about this in terms of “repeated cross sectional” data
so that

Yi = αTg(i)t(i) + Z′iδ + X′g(i)t(i)β + θg(i) + γt(i) + ui

Note that one way one could estimate this model would be in
two stages:

Take sample means of everything in the model by j and t

Using obvious notation one can now write the regression
as:

Ygt = αTgt + Z′gtδ + X′gtβ + θg + γt + ugt

You can run this second regression and get consistent
estimates



This is a pretty simple thing to do, but notice it might give very
different standard errors

We were acting as if we had a lot more observations than we
actually might

Formally the problem is if

ui = ηg(i)t(i) + εi

If we estimate the big model via OLS, we are assuming that ui

is i.i.d.

However, if there is an ηgt this is violated



Since it happens at the same level as the variation in Tjt it is
very important to account for it (Moulton, 1990) because

ugt = ηg(i)t(i) + εgt

The variance of ηgt might be small relative to the variance of εi,
but might be large relative to the variance of εgt

The standard thing is to “cluster” by state×year

As we discussed this allows for arbitrary correlation within a
state



Bertrand, Duflo, and Mullainathan “How Much Should
we Trust Difference in Differences” (QJE, 2004)

They notice that most (good) studies cluster by state×year

However, this assumes that ηgt is iid, but if there is serial
correlation in ηgt this could be a major problem



number of periods used is 16.5, and the median is 11. More than 75
percent of the papers use more than �ve periods of data.7

7. The very long time series reported, such as 51 or 83 at the ninety-�fth and
ninety-ninth percentile, respectively, arise because several papers used monthly

TABLE I
SURVEY OF DD PAPERSA

Number of DD papers 92
Number with more than 2 periods of data 69
Number which collapse data into before-after 4
Number with potential serial correlation problem 65
Number with some serial correlation correction 5

GLS 4
Arbitrary variance-covariance matrix 1

Distribution of time span for papers with more than 2 periods Average 16.5
Percentile Value

1% 3
5% 3

10% 4
25% 5.75
50% 11
75% 21.5
90% 36
95% 51
99% 83

Most commonly used dependent variables Number
Employment 18

Wages 13
Health/medical expenditure 8

Unemployment 6
Fertility/teen motherhood 4

Insurance 4
Poverty 3

Consumption/savings 3
Informal techniques used to assess endogeneity Number
Graph dynamics of effect 15
See if effect is persistent 2
DDD 11
Include time trend speci�c to treated states 7
Look for effect prior to intervention 3
Include lagged dependent variable 3
Number with potential clustering problem 80
Number which deal with it 36

Data come from a survey of all articles in six journals between 1990 and 2000: the American Economic
Review, the Industrial Labor Relations Review, the Journal of Labor Economics, the Journal of Political
Economy, the Journal of Public Economics, and the Quarterly Journal of Economics. We de�ne an article as
“Difference-in-Difference” if it (1) examines the effect of a speci�c intervention and (2) uses units unaffected
by the intervention as a control group.
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TABLE II
DD REJECTION RATES FOR PLACEBO LAWS

A. CPS DATA

Data r̂1, r̂2, r̂3 Modi�cations

Rejection rate

No effect 2% effect

1) CPS micro, log
wage

.675 .855
(.027) (.020)

2) CPS micro, log
wage

Cluster at state-
year level

.44 .74
(.029) (.025)

3) CPS agg, log
wage

.509, .440, .332 .435 .72
(.029) (.026)

4) CPS agg, log
wage

.509, .440, .332 Sampling
w/replacement

.49 .663
(.025) (.024)

5) CPS agg, log
wage

.509, .440, .332 Serially
uncorrelated laws

.05 .988
(.011) (.006)

6) CPS agg,
employment

.470, .418, .367 .46 .88
(.025) (.016)

7) CPS agg, hours
worked

.151, .114, .063 .265 .280
(.022) (.022)

8) CPS agg, changes
in log wage

2.046, .032, .002 0 .978
(.007)

B. MONTE CARLO SIMULATIONS WITH SAMPLING FROM AR(1) DISTRIBUTION

Data r Modi�cations

Rejection rate

No effect 2% effect

9) AR(1) .8 .373 .725
(.028) (.026)

10) AR(1) 0 .053 .783
(.013) (.024)

11) AR(1) .2 .123 .738
(.019) (.025)

12) AR(1) .4 .19 .713
(.023) (.026)

13) AR(1) .6 .333 .700
(.027) (.026)

14) AR(1) 2.4 .008 .7
(.005) (.026)

a. Unless mentioned otherwise under “Modi�cations,” reported in the last two columns are the OLS
rejection rates of the null hypothesis of no effect (at the 5 percent signi�cance level) on the intervention
variable for randomly generated placebo interventions as described in text. The data used in the last column
were altered to simulate a true 2 percent effect of the intervention. The number of simulations for each cell
is at least 200 and typically 400.

b. CPS data are data for women between 25 and 50 in the fourth interview month of the Merged Outgoing
Rotation Groupfor the years 1979 to 1999. In rows3 to 8 of Panel A, data are aggregatedto state-year level cells after
controlling for demographic variables (four education dummies and a quartic in age). For each simulation in rows 1
through 3, we use the observed CPS data. For each simulation in rows 4 through 8, the data generating process is the
state-level empirical distribution of the CPS data that puts a probability of 1/50 on the different states’ outcomes (see
text for details). For each simulation in Panel B, the data generating process is an AR(1) model with normal
disturbances chosen to match the CPS state female wage variances (see text for details). r̂i refer to the estimated
autocorrelation parameter of lag i. r refers to the autocorrelation parameter in the AR(1) model.

c. All regressions include, in addition to the intervention variable, state and year �xed effects. The
individual level regressions also include demographic controls.
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They look at a bunch of different ways to deal with problem, I’ll
just go through two



IV.A. Parametric Methods

A �rst possible solution to the serial correlation problem
would be to specify an autocorrelation structure for the error
term, estimate its parameters, and use these parameters to com-
pute standard errors. This is the method that was followed in four
of the �ve surveyed DD papers that attempted to deal with serial
correlation. We implement several variations of this basic correc-
tion method in Table IV.

TABLE IV
PARAMETRIC SOLUTIONS

Data Technique Estimated r̂1

Rejection rate

No effect 2% Effect

A. CPS DATA
1) CPS aggregate OLS .49 .663

(.025) (.024)
2) CPS aggregate Standard AR(1)

correction
.381 .24

(.021)
.66

(.024)
3) CPS aggregate AR(1) correction

imposing r 5 .8
.18

(.019)
.363

(.024)

B. OTHER DATA GENERATING PROCESSES

4) AR(1), r 5 .8 OLS .373 .765
(.028) (.024)

5) AR(1), r 5 .8 Standard AR(1)
correction

.622 .205
(.023)

.715
(.026)

6) AR(1), r 5 .8 AR(1) correction
imposing r 5 .8

.06
(.023)

.323
(.027)

7) AR(2), r1 5 .55
r2 5 .35

Standard AR(1)
correction

.444 .305
(.027)

.625
(.028)

8) AR(1) 1 white
noise, r 5 .95,
noise/signal 5 .13

Standard AR(1)
correction

.301 .385
(.028)

.4
(.028)

a. Reported in the last two columns are the rejection rates of the null hypothesis of no effect (at the 5
percent signi�cance level) on the intervention variable for randomly generated placebo interventions as
described in text. The data used in the last column were altered to simulate a true 2 percent effect of the
intervention. The number of simulations for each cell is typically 400 and at least 200.

b. CPS data are data for women between 25 and 50 in the fourth interview month of the Merged Outgoing
Rotation Group for the years 1979 to 1999. The dependent variable is log weekly earnings. Data are
aggregated to state-year level cells, after controlling for the demographic variables (four education dummies
and a quartic in age). For each simulation in Panel A, the data generating process is the state-level empirical
distribution of the CPS data that puts a probability of 1/50 on the different states’ outcomes (see text for
details). For each simulation in Panel B, the distributions from which the data are drawn are chosen to match
the CPS state female wage variances (see text for details). “AR(1) 1 white noise” is the sum of an AR(1) plus
an i.i.d. process, where the autocorrelation for the AR(1) component is given by r and the relative variance
of the components is given by the noise to signal ratio.

c. All regressions include, in addition to the intervention variable, state and year �xed effects.
d. Standard errors are in parentheses and are computed using the number of simulations.
e. The AR(k) corrections are implemented in stata using the “xtgls” command.
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the empirical variance-covariance matrix correction method, less

extreme than with block bootstrap, but higher than with the time

series aggregation.

IV.F. Summary

Based on Monte Carlo simulations, this section has reviewed

the performance of several standard correction methods for serial

correlation. The results we obtain are in accord with the previous

TABLE VIII

ARBITRARY VARIANCE-COVARIANCE MATRIX

Data Technique N

Rejection rate

No effect 2% effect

A. CPS DATA

1) CPS aggregate OLS 50 .49 .663

(.025) (.024)

2) CPS aggregate Cluster 50 .063 .268

(.012) (.022)

3) CPS aggregate OLS 20 .385 .535

(.024) (.025)

4) CPS aggregate Cluster 20 .058 .13

(.011) (.017)

5) CPS aggregate OLS 10 .443 .51

(.025) (.025)

6) CPS aggregate Cluster 10 .08 .12

(.014) (.016)

7) CPS aggregate OLS 6 .383 .433

(.024) (.025)

8) CPS aggregate Cluster 6 .115 .118

(.016) (.016)

B. AR(1) DISTRIBUTION

9) AR(1), r 5 .8 Cluster 50 .045 .275

(.012) (.026)

10) AR(1), r 5 0 Cluster 50 .035 .74

(.011) (.025)

a. Reported in the last two columns are the rejection rates of the null hypothesis of no effect (at the 5

percent signi�cance level) on the intervention variable for randomly generated placebo interventions as

described in text. The data used in the last column were altered to simulate a true 2 percent effect of the

intervention. The number of simulations for each cell is typically 400 and at least 200.

b. CPS data are data for women between 25 and 50 in the fourth interview month of the Merged Outgoing

Rotation Group for the years 1979 to 1999. The dependent variable is log weekly earnings. Data are

aggregated to state-year level cells after controlling for demographic variables (four education dummies and

a quartic in age). For each simulation we draw each state’s vector from these data with replacement. See text

for details. The AR(1) distribution is chosen to match the CPS state female wage variances (see text for

details).

c. All regressions include, in addition to the intervention variable, state and year �xed effects.

d. Standard errors are in parentheses and are computed using the number of simulations.

272 QUARTERLY JOURNAL OF ECONOMICS


