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1. Introduction

Exchange-rate flexibility, it has been argued, is useful because it facilitates
relative price adjustment among countries. Currency depreciation is a
quick and painless way to lower domestic prices relative to foreign prices.
Much attention has been paid recently to the benefits of exchange-rate
stability in emerging economies. That literature has focused on the poten-
tHal for greater monetary and financial stability from either fixing ex-
change rates or taking more extreme measures such as adopting a
currency board or dollarizing. But that analysis is not directly applicable
to the choices facing many advanced countries—such as the decision to
adopt the euro for some European countries. These countries uniformly
have stable monetary policies (at least as stable as the policy conducted
by the European Central Bank) and have deep, well-regulated financial
markets. The economic benefit of adopting the euro lies in the increased
efficiency of transactions and the elimination of uninsurable exchange-
rate risk. On the other hand, a country adopting the euro cedes its mone-
tary policy to the European Central Bank, and no longer has the option
of using monetary policy to respond to local conditions. Furthermore,
adopting the euro eliminates one possible avenue for adjustment between
countries—the relative price changes induced by exchange-rate move-
ments. It is this latter effect that is the focus of this study.

Recent evidence has found that consumer prices in rich countries are
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not much affected by nominal exchange-rate changes in the short run.!
This finding may imply that nominal-exchange-rate changes do not play
much of a role in changing relative prices of goods. If consumer prices
are not responsive to exchange rates, then a depreciation of the home
currency, for example, does not increase much the price that consumers
pay for imported goods. However, there are other interpretations of the
evidence on exchange rates and consumer prices. For example, there
might be important relative price effects but not for final consumer goods.
One possibility is that intermediate firms substitute between domestic
and foreign goods according to relative price changes, but set prices for
consumers in a way that is unresponsive to exchange-rate changes.

The extent to which exchange rates alter relative prices may be impor-
tant for determining the desirability of exchange-rate flexibility among
advanced nations. Milton Friedman (1953), an early advocate of flexible
exchange rates, argued that one advantage of floating rates is that they
could allow rapid change in relative prices between countries (p. 162):

A rise in the exchange rate . . . makes foreign goods cheaper in terms of domes-
tic currency, even though their prices are unchanged in terms of their own
currency, and domestic goods more expensive in terms of foreign currency,
even though their prices are unchanged in terms of domestic currency. This
tends to increase imports [and] reduce exports.

This passage makes two assumptions: that goods prices are unchanged
in the currency of the producer of the good, and that there is significant
passthrough of the exchange-rate change to the buyer of the good. On
the nominal-price stickiness, Friedman argues that the choice of exchange-
rate regime would matter little if nominal goods prices adjusted quickly
to shocks (p. 165):

If internal prices were as flexible as exchange rates, it would make little eco-
nomic difference whether adjustments were brought about by changes in ex-
change rates or by equivalent changes in internal prices. But this condition is
clearly not fulfilled. . . . At least in the modern world, internal prices are highly
inflexible.

In assessing this relative-price effect and its significance for the choice
of exchange-rate regime, Friedman is certainly correct to emphasize the

1 Thave been the perpetrator of some of this literature: for example, Engel (1993, 1999) and
Engel and Rogers (1996, 2001). Other works include Rogers and Jenkins (1995), Obstfeld
and Taylor (1997), Parsley and Wei (2001a, 2001b), and Crucini, Telmer, and Zachariadis
(2001). Mussa’s (1986) classic paper stmulated much of this research.
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importance of nominal-goods-price stickiness. As Buiter (1999) has force-
fully emphasized, the decision to join a monetary union, or the choice of
an exchange-rate regime, is a monetary issue. Relative-price behavior is
usually independent of monetary regime in a world of perfect goods-price
flexibility. The choice of monetary regime in this case only matters for
short-run adjustment problems—the period during which nominal prices
are adjusting.

The pioneering work of Obstfeld and Rogoff (1995, 1998, 2000a) has
assumed that nominal prices are fixed in the producers’ currencies, so
that prices for consumers change one for one in the short run with changes
in the nominal exchange rate. This is exactly the assumption of Friedman.
I shall call this the PCP (for “producer-currency pricing”) model. The
Obstfeld-Rogoff (hereinafter, OR) models offer a sound analytical foun-
dation for the claim that flexibility of exchange rates is desirable in this
setting.? They derive three important results: (1) Exchange-rate flexibility
achieves relative-price adjustment under PCP pricing. Indeed, in their
models, flexible exchange rates are a perfect substitute for flexible nomi-
nal prices. That is, the flexible nominal-price allocations are achieved with
PCP pricing but flexible exchange rates. (2) The policy that achieves the
flexible price allocation is a constrained Pareto optimum. The monetary
authorities can do no better. (3) This optimal policy is completely self-
oriented. No policy coordination across countries is required or desir-
able. In this sense, perfectly flexible exchange rates are optimal.

The key role of nominal-exchange-rate flexibility in these models is that
it allows for expenditure switching. That is, in the presence of real shocks
that are specific to one country (productivity shocks, labor supply shocks,
government spending shocks, etc.), nominal-exchange-rate changes allow
adjustment of relative prices of goods across countries. These changes in
relative prices can replicate the changes in relative prices that occur in
flexible-price economies. For example, a country that experiences a pro-
ductivity increase should experience a decline in the price of its output
that induces a switch in expenditures toward the domestic product. In the
PCP framework, even though nominal prices are sticky in the producers’
currencies, this relative-price decline can be accomplished by nominal
currency depreciation.

A number of recent papers [Betts and Devereux (1996, 2000), Chari,
Kehoe, and McGrattan (2000), and others] have examined OR-style mod-
els in which nominal prices are set in advance in the currency of consum-
ers In that case, nominal-exchange-rate changes do not, in the short run,
change any prices—nominal or real—faced by consumers. I shall call this

2 See Lane (2001) for an excellent general survey of the work stimulated by OR.
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the LCP (for “local-currency pricing”) model. Devereux and Engel (2001)
have examined monetary policy in this setting, and have concluded that
there is no case for nominal-exchange-rate flexibility—indeed, fixed ex-
change rates are preferred.

The size of the expenditure-switching effect is important in interna-
tional macroeconomics not only for how it might influence optimal mone-
tary policy. The literature, dating back to Mundell (1968) and earlier,® has
emphasized the expenditure-switching role of nominal-exchange-rate
changes in transmitting business-cycle fluctuations between countries. On
the other hand, Krugman (1989) has argued that nominal-exchange-rate
volatility might be accentuated if the expenditure-switching effect is
small. The smaller the effect of exchange-rate changes on relative prices,
and hence on relative demands, the larger the exchange-rate change that
is required to reach equilibrium.*

Sections 2, 3, 4, and 5 of this paper lay out the framework of the new
open-economy macroeconomics. I discuss why floating exchange rates
are desirable under PCP, but fixed exchange rates may be optimal under
LCP. Empirical evidence supports the notion that consumer prices are
not very responsive in the short run to nominal-exchange-rate changes.
Section 6 reviews some of that empirical evidence, and adds some new
supporting evidence.

But the apparent small response of consumer prices to exchange-rate
changes in the short run does not necessarily imply that nominal prices
are sticky in consumers’ currencies, or that the expenditure-switching ef-
fect is small. In OR (2000b), transportation costs and distribution costs
increase the cost of imported goods, and serve to segment national mar-
kets. Even if imported goods are nearly perfect substitutes for domesti-
cally produced goods, they may not be consumed in great quantity
because their cost is higher. In that case, an exchange-rate change will
have only a small effect on the consumer price index.

A related approach observes that the actual physical good is only a
small part of what the consumer buys. The consumer also pays for the
nontraded marketing, distribution, and retailing services that bring the
good to the buyer. Perhaps these costs are quite large, and dominate
the cost of the physical good. If so, the influence of exchange-rate changes
on real allocations is likely to be small, since the exchange-rate change
only affects a small part of the cost of the good cum service purchased
by the consumer. This is the approach taken by McCallum and Nelson
(2000).

3 See Obstfeld (2001) for a survey of pre-Mundellian hterature.

4. Devereux and Engel (2002) explore this argument and its limitations in the context of
new open-economy macro models.
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In both of these models, nominal consumer prices of imported goods
are not sticky. But some new evidence will be presented in Sections 7 and
8 that suggests these models are, at best, only a small part of the explana-
tion for the lack of responsiveness of consumer prices to exchange-rate
changes. It seems likely that there is a significant degree of nominal-
consumer-price stickiness. However, sticky consumer prices in them-
selves do not necessarily rule out an important expenditure-switching
effect.

Obstfeid (2001} and Devereux, Engel, and Tille (1999) model imported
goods as intermediates in the production of final consumer goods. In
Obstfeld, there are domestic substitutes for the import, while in Devereux,
Engel, and Tille there are not. When there are substitutes, the importer
might switch between the imported intermediate and the locally pro-
duced alternative when the exchange rate changes. Obstfeld argues that
in this type of economy, there may indeed be a significant expenditure-
switching effect. It is not consumers who switch between imports and
locally produced goods, but rather local producers who combine inter-
mediate goods to make the final consumer product. It is both the degree
of passthrough and the amount of substitutability that determine the
strength of the expenditure-switching effect. Section 9 explores these
models, and Section 10 sets out some directions for future research.

2. Models of Exchange Rates and Relative Prices

In this and the next three sections, I examine some simple new-open-
economy macroeconomic models. These models are fully integrated equi-
librium models in which households and firms make optimal choices, but
in which some nominal prices are not completely responsive to shocks.

There are two countries in the general model. I will assume that there
is a single period, though most of the results I discuss carry over to a
multiperiod framework. I assume households in the home country max-
mze

1 M
U=t oty M) -y
1-p x (P) M

C is a consumption aggregate. Households consume goods produced in
the home country and in the foreign country. Assume preferences are
homothetic (so consumption aggregates and price indexes are defined.)

Real balances, M%P, appear in the utility function, where P is the opti-
mal price index. Households get disutility from work, L.
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Foreign households are assumed to have similar utility functions:

D:
U = —— 1 SC 4y In (1‘1{) ~ yL*.

Starred (*) variables are the foreign counterparts to the home-country
variables.

Money is supplied exogenously through transfers. In equilibrium we
have money supply equals money demand in each country M = MP and
M* = MP*, The money supplies are random (as are productivity shocks
to be introduced shortly.)

I will assume there are financial markets of the type discussed in Dever-
eux and Engel (2001). Specifically, there are nominal bonds, traded prior
to the realization of the state, that have payoffs specific to each possible
state of the world. Most of the models we consider have home and foreign
consumers facing different prices for the same good on spot markets. That
is, the markets are segmented. We assume that it is impossible to make
state-contingent trades that allow payoffs in physical goods, as that would
allow households to get around paying the price set in their market. In-
stead, payoffs are specified in nominal terms. Optimal contracts ensure
that the marginal utility from an additional unit of currency is propor-
tional between home and foreign consumers in all states (where I have
assumed the constant of proportionality is 1):

S is the nominal exchange rate, expressed as the home-currency price of
foreign currency.

Even though there is a nominal bond traded for each state of the world,
markets are not complete, because the goods markets are segmented na-
tionally. If the same good sells for different prices in different markets,
households cannot arbitrage the goods market. As a result, risk sharing
is not perfect unless purchasing-power parity (PPP) holds (P = SP¥).

The assumption that so many nominal assets are traded is, of course,
unrealistic. It is a useful benchmark, and here it allows us to arrive at a
simple flexible model that can be used to analyze relative-price effects in
general equilibrium. We can reproduce Friedman’s claim that nominal-
exchange-rate flexibility allows desirable relative price adjustments to oc-
cur rapidly under his assumption of nominal prices fixed in producer’s
currencies, but we can also analyze other assumptions about how prices
are set.
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The following equilibrium conditions emerge using the first-order con-
ditions for the household optimization problem:

M = yPCr, * = A PrC®,
W = yPCr, W* = yP*C*.

Here, W and W* are the home and foreign wage, respectively.

This framework, while making very specific assumptions about prefer-
ences, has the advantage that it is easy to analyze under a variety of as-
sumptions about goods pricing and about preferences over goods. We
can derive a solution for the nominal exchange rate that does not depend
on any assumptions about the production side of the economy or about
how nominal prices are sef, without making any further assumptions
about consumption utility:

- M
M*

Now we turn to the production side of the economy. There are a large
number of goods produced in each country, each by a monopolist. We
will initially consider models in which output for each firm i is produced
using only a labor input: Y, = nL, and Y} = n*L}.> Here n (n*) is a produc-
tivity shock that is common to all home (foreign) firms. We will consider
a variety of possible assumptions about how prices are set. Prices may
be {lexible—that is, set with full information about the state. Or, in the
new open-economy models, firms must set nominal prices in some cur-
rency prior to knowledge about the state.

3. Flexible Nominal Prices

It is helpful first to examine some of the properties of this model under
completely flexible nominal prices. We shall assume home and foreign
househelds have identical CES preferences over home and foreign aggre-
gates. Each of these aggregates is in turn a CES function over the individ-
ual goods produced in the home and the foreign country, respectively.
Firms face constant-elasticity demand curves, and therefore set prices as
a constant markup over unit costs. We allow firms to discriminate across
home and foreign markets. But under our assumptions about preferences

5. One of the models we examine later will have an 1ceberg transportation cost for shipping
goods overseas. We will also consider models 1n which intermediate goods are used as
mputs into final-goods production.
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and about financial markets, when PPP holds (under flexible prices or
under PCP), firms choose the same price for home and foreign consumers.
Aggregating across all home firms, we get

PH'_"va/Tll

where Py is the home currency price of home goods, and p > 1 is the
markup. We have also Py = SP};, where Pj is the foreign-currency price
of home goods. Likewise,

F = uW*/n®,

and P; = SPf.
We can also derive these equations for nominal wages in equilibrium:

w=¥y,  wr=Y¥ur
X X

The relative price of home goods falls when there is an increase in 1.
When productivity in home firms increases, the cost per unit of home
goods declines. Those costs savings are passed on to consumers in the
form of lower prices.

I will not undertake a formal welfare analysis of the models presented
here. Instead, I will focus on what turns out to be a critical aspect of the
welfare analysis: the extent to which an exchange-rate regime is beneficial
in achieving the adjustment of the price of home goods relative to foreign
goods. Under the Friedman framework, exchange-rate flexibility allows
immediate adjustment of that relative price in response to real shocks.
But, as we shall see, that finding is a special case that depends critically
on how Friedman assumes nominal goods prices are set.

4. Sticky Nominal Prices: PCP Case

Now consider the model when firms must set nominal prices in advance.
In the one-period framework here, this means that prices are set in ad-
vance of knowledge of the preference shocks and money-supply realiza-
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tions. Perhaps there are menu costs or some other sorts of costs that make
it more profitable to set a non-state-contingent nominal price. First we
take up the case in which firms set prices in their own currencies. That
is, home firms set prices in the home currency, whether for sale to home
or foreign households. We call this the PCP case. The law of one price
holds for goods sold at home and in the foreign country, because, as we
noted above, under our assumptions about preferences and financial mar-
kets, firms do not price-discriminate.
It follows that

Under the PCP assumption, both P, and Pf are fixed ex ante and do not
respond to shocks to demand or money supply. Define x = Py/Pf. Be-
cause these nominal prices are set in advance of the realization of the
state, x does not depend on the outcomes of the random variables. Then
the relative price of home to foreign goods varies inversely with the ex-
change rate:

h

e
win

Substituting in the expression for the equilibrium exchange rate, we get,
under PCP pricing,

Py _ K&.

Pr M

Here we can see the gist of Friedman’s argument for flexible exchange
rates. If the exchange rate were fixed, there would be no channel to trans-
late real demand shocks into a relative-price change. That is, if the ex-
change rate were held constant at a value of 5, the relative price of home
to foreign goods would not depend on the shocks that hit the economy:

*
g
i
tnln

But with exchange-rate flexibility and the correct monetary policy, the
real productivity shocks can be translated precisely into the same relative-
price effect that occurs under flexible prices. With the monetary policy
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rules M = (xn/yw)Py and M* = (yn*/ yp)P§, the relative price will equal
exactly its value under flexible prices:

Py _Pi_n*
P Pt

In fact, allocations are identical under PCP with these monetary rules,
and under flexible prices. That is very much in accord with Friedman's
intuition: flexible exchange rates are a perfect substitute for flexible goods
prices in the presence of real shocks.

Moreover, in the models of OR (1998, 2000a), mimicking the flexible
price allocation is the constrained globally efficient monetary policy.
While the flexible-price equilibrium itself is not Pareto-efficient (because
of the monopoly distortions), optimal monetary policy can do no better
than to replicate the flexible-price allocation.

The monetary policy I set out above is not only the policy that would
be set by a global central planner. It is, as OR (2000a) show, the policy that
self-interested national economic planners would follow. That is, there is
no gain to international monetary coordination. Central banks following
policies that maximize their own country’s welfare can achieve the con-
strained globally efficient outcome. Thus, a system in which central bank-
ers do not cooperate at all and allow the exchange rate to float freely is
optimal, as Friedman claimed.®

This model, however, has implications that seem counterfactual: that
exchange-rate changes are passed through one for one into consumer
prices, and that the law of one price holds for all goods. It is this character-
istic of the model that has led some researchers to consider the local-
currency pricing version of the sticky-nominal-price model.

5. Sticky Prices: LCP Case

An alternative model for price setting is that firms set prices in the cur-
rency of consumers of the product. That is, when a home firm sells in the
home market, it sets prices in the home currency, but for sales to the
foreign market it sets prices in the foreign currency. We call this the LCP
(for “local-currency pricing”) case.

It follows immediately in this case that a flexible nominal exchange rate
cannot achieve the optimal relative-price adjustment. P, and P are both

6. OR (1998, 2000a) have delicate sets of assumptions on preferences and market structure
that ensure that markets are actually complete. But OR (2001) show that these basic con-
clusions are, to first order, robust to market incompleteness.
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set in the domestic currency and do not respond to contemporaneous
shocks. We cannot replicate the flexible-price solution Py/P; = P}/Pf =
n*/n with flexible exchange rates, no matter what the monetary policy.
In fact, Devereux and Engel (2001) go further and demonstrate that the
optimal monetary policy in this case delivers fixed exchange rates.” Or,
put another way, if the foreign country is following optimal monetary
policy while the home country is using the exchange rate as its policy
instrument, the optimal exchange-rate policy is to fix.

There is a simple way to understand the striking difference in optimal
policy in the PCP world vs. the LCP world. There are two types of devia-
tions from efficiency which monetary policy might be able to rectify in a
sticky-price world. One is that relative prices might not respond in the
correct way to real shocks, so that we might not achieve Py/P; =
P/ P = n*/n. In the absence of optimal relative-price changes, consum-
ers do not receive the correct signals and do not alter their demand for
goods in the appropriate way when real shocks hit. As a consequence,
resources will not be allocated efficiently.

The other type of inefficiency comes because deviations from PPP lead
to incomplete risk sharing. As noted above, with a complete set of nomi-
nal contingent claims traded, in equilibrium C?/P = C*°/SP*. Asset
markets do not deliver complete risk sharing unless PPP holds (P = SP¥).

When prices are set in producers’ currencies (PCP), PPP does hold, so
asset markets do deliver complete risk sharing. In that case, monetary
policy can be devoted entirely to ensuring that relative prices respond in
the appropriate way to real shocks. But, of course, exchange-rate flexibil-
ity is needed to deliver the relative-price response.

Under local-currency pricing, relative prices simply cannot change in
the short run in response to real shocks. It is useless for monetary-policy
makers to devote any effort to achieving an efficient relative-price re-
sponse. But, under LCP pricing, both P and P* are predetermined and
not affected by real shocks. If the nominal exchange rate is fixed so that
PPP holds (S = P/P*), then asset markeis will achieve complete risk
sharing.

This model is designed to highlight the role of expenditure switching
and deviations from the law of one price for determining optimal mone-
tary policy. The conclusion that fixed exchange rates are optimal, though,
arises from some special features of the model: identical preferences, all
goods traded, and a nominal state-contingent bond traded for every state

7 Bacchetta and van Wincoop (2000) and Devereux and Engel (1998) also examine ex-
change-rate rules with local-currency pricing. However, those analyses do not examine
the real shocks that are at the heart of the issues we discuss here.
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of the world. Under these assumptions, it is optimal to target world out-
put and, with fixed exchange rates, allow financial markets to share the
risk that arises from idiosyncratic shocks.

More generally, there might be a trade-off between the objective of
monetary independence and that of minimizing deviations from the law
of one price. Suppose that in each economy there is a sector that produces
nontraded goods, and there are productivity shocks arising in the non-
traded sector. On the one hand, it might be desirable to use monetary
policy in this case to target local shocks. But such independent monetary
policy will lead to nominal-exchange-rate changes that imply deviations
from the law of one price for traded goods. These deviations would in-
duce idiosyncratic risk in traded goods consumption.

Corsetti and Pesenti (2001) develop a model of “partial” passthrough
of exchange rates to final consumer prices. Ex ante, firms may pass
through only a fraction A (taken to be exogenous) of any exchange-rate
change to consumer prices. The PCP model is one extreme, in which A =
1, and the LCP is the other exireme, in which A = 0. They examine optimal
monetary policy and the optimal degree of exchange-rate flexibility in
this framework. Since Corsetti and Pesenti assume goods are sold directly
to consumers (as do OR, and Devereux and Engel), it seems as though
the empirically relevant case is the one in which A is nearly zero, since
passthrough to consumer prices is very small in the short run.

Corsetti and Pesenti show in their model that optimal policy minimizes
a function of the output gap and deviations from the law of one price. The
output gap is “the distance between actual and equilibrium employment
levels.” It is not always the case that eliminating the output gap is the
optimal feasible policy. Corsetti and Pesenti’s theorem implies that
policymakers can improve welfare by using monetary policy to help elim-
inate deviations from the law of one price. Sometimes there is tension
between that goal and the goal of eliminating the output gap.

6. Empirical Evidence on Deviations from the Law of
One Price

The PCP model and the LCP model differ clearly in one empirical predic-
tion. The PCP model predicts that the law of one price holds for consumer
goods, while the LCP model predicts that it fails. Under the LCP model
the (log) price of good i in the home country relative to the foreign coun-
try, p. — s — p/, varies as the nominal exchange rate changes, while in the
PCP model this relative price is unaffected by nominal-exchange-rate
movements.

That the law of one price (which I shall abbreviate as LOOP in this and
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subsequent sections) fails for traded-goods prices is a well-established
empirical fact. [See, for example, Isard (1977) and Kravis and Lipsey
(1978). The recent pricing-to-market literature, surveyed by Goldberg and
Knetter (1997), has documented the lack of full response of import prices
to exchange-rate changes.] This literature has focused on import and ex-
port prices, not on the price of consumer goods. That distinction is impor-
tant, as will become apparent in subsequent sections of this paper.

Some more recent work has focused on the failure of LOOP for con-
sumer goods. That literature has documented not only that LOOP fails,
but that its failure is large.

To say that the failure is “large” requires some metric for judging the
size of the deviations from LOOP. One approach, in Engel (1993), was to
compare the variance of deviations from LOOP [that is, Var(A(p, — s —
P}, where A is the time difference] with the variance of relative price
changes between goods within a single country [Var(A(p, — p,)), where i
and j are different products]. The idea is to understand what causes the
observed large movements in real exchange rates between industrialized
nations. One possibility is that real-exchange-rate movements are due
largely to deviations from LOOP. But there are major competing theo-
ries that assume LOOP holds and attribute real-exchange-rate changes
to relative-price changes among different goods. The most prominent
of those theories posits that the real exchange rate changes between
two countries as the price of nontraded goods relative to traded
goods changes. So, if py —~ pr rises relative to p§ — p7 [home-country (log)
price of nontraded goods relative to traded goods rises relative to the
foreign-country (log) relative price], the home-country price level will
rise relative to the foreign-country level. That is, there will be a home
real appreciation. Another, somewhat less prominent theory is that real
exchange rates fluctuate because CPIs weight goods differently in differ-
ent countries. Even if all goods are traded and LOOP holds for all goods,
real exchange rates fluctuate as relative prices change. For example, if the
French weight wine heavily in their CP], then their CPI will rise relative
to CPIs in other countries when the price of wine relative to other goods
increases.

Engel (1993) compares Var(A(p, — s — p{)) with Var(A(p, — p,)) in some
industrialized countries, looking at 1-, 3, 6-, and 12-month horizons. For
some measures, the consumer goods are fairly narrowly defined (pota-
toes, televisions, wine), although for some other measures the goods are
quite aggregated (food, services, energy, rent). That paper simply tabu-
lates Var(A(p, — s — p7)) for all goods and countries, and Var(A(p, — p;))
for all goods and countries, and compares their sizes. In general, the mea-
sures of Var(A(p, — s — p)) tend to be much larger than Var(A(p, — p,))



244 - ENGEL

at all horizons. The median value of Var(A(p, — s — p})) is about 6 or 7
times as large as the median value of Var(A(p, — p,)) for all measures at
all horizons.

Rogers and Jenkins (1995) extend this analysis, with a focus on U.S.—
Canadian consumer prices. They confirm the large deviations from
LOOP, and in addition find the deviations are very persistent.

Engel (1999) decomposes real-exchange-rate variation into a compo-
nent attributable to deviations from LOOP and a component attributable
to changes in the relative price of nontraded goods. Consider a price index
for a country that is a weighted geometric average of traded- and non-
traded-goods prices:

p: = (1 — opl + apl.
We can also write

pi = (1 — Bpl* + ppi*.

Then the real exchange rate is given by
g =x+Yy, 1)

where g, =5, + p} — p, x, = 5, + pi* — p{, and y, = B(pM* — pF) —
a(py — pi).

The log of the real exchange rate is composed of two parts: the relative
price of traded goods between the countries, x,; and a component that is
a weighted difference of the relative price of nontraded- to traded-goods
prices in each country, y. Engel (1999) then decomposes the mean squared
error of changes in U.S. real exchange rates into parts attributable to x, and
y; (and a part attributed to their comovement, which is small) at different
horizons. That study uses four separate measures of prices, and finds that
the deviations from LOOP account for over 90% of movements in U.S.
real exchange rates relative to almost all countries at all horizons for all
measures.

Here I replicate and extend some of that analysis, using consumer-price
data from the OECD Main Economic Indicators (available from Data-
stream). Data are monthly (from 1973:12 to 2001:1) on four components
of the consumer price index: food, all commodities less food, rent, and
all services less rent, for eleven OECD countries.? The first two goods are

8. The United States, Canada, Japan, France, Italy, Switzerland, Belgium, Norway, Spain,
Denmark, and the Netherlands.
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tradables, and the last two are nontradables. I construct price indexes for
a consumer that has Cobb-Douglas preferences and weights these items
with the same weights they receive in the 2001 U.S. consumer price index.’
In terms of the formula above, the weights a and P are set equal to 0.587
for all countries. In practice, the U.S. weight for nontraded goods is higher
than for almost all OECD countries, but this should only bias the results
in favor of finding a significant role for the relative price of nontraded
goods (the y,-component).

The constructed g, x,, and y; are all very persistent. Even though there
are 27 years of monthly data, an augmented Dickey—Fuller (ADF) test is
able to reject a unit root at the 5% level for only 9 of the 55 g-series, 9 of
the 55 x;-series, and 8 of the 55 y-series. At the 1% level, there are rejections
only in one case for each of the three series.”” All of the series had first-
order serial correlation over 0.90 and, except in a few cases, over 0.96. So,
in examining movements in these series, it makes sense to look at changes
rather than levels.

Figure 1 plots

MSE(x, - x,_,)
MSE(x; — x,,) + MSE(y, - y.-))

for j=1,2,...,18,

where MSE stands for mean squared error. These statistics were calcu-
lated for 55 real exchange rates, but plots for only 10 are included because
of space considerations." Engel (1999) presents similar plots using these
data, but only for five countries, and only for U.S. real exchange rates.
Any variance or mean-squared-error decomposition must find a way to
deal with comovements. Here, we leave the comovements of x; and y, out
of both the numerator and denominator of the MSE ratios. In practice the
comovements account for very little of the mean squared error of real-
exchange-rate changes. The correlation of the series generally was highest
in absolute value at short horizons, but at those horizons the correlation
was almost always negative—so the sum of the variances of x; and y, is
greater than the variance of ¢;.

The decompositions shown in Figure 1 for the U.S. real-exchange-rate
series confirm the findings of Engel (1999). Nearly all of the movements
in real exchange rates are attributed to x, the component that measures
deviations from LOOQP. For all but the U.S.—Canada rate, x,’s share of the

9. Weights: 0.157 for food; 0.256 for commodities less food; 0.312 for rent; 0.275 for services
less rent.

10. All of the ADF tests included a constant, no time trend, and three lags.

11. Tne NBER working paper version, Engel (2002), includes all 55 plots.
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Figure 1 MSE DECOMPOSITION OF REAL-EXCHANGE-RATE CHANGES

MSE Ratio for Canada-U.S.
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mean squared error is above 0.90 at all horizons. Usually it is above 0.95.
Only for the U.S.-Canada rate does it dip below 0.90 at the longer hori-
zons, and then only to 0.893 for 18-month changes.

A similar finding holds for cross-continental real exchange rates—that
is, Japanese (relative to North America and Europe) and Canadian (rela-
tive to Europe). The x,-component accounts for over 90% of the MSE share
for all real exchange rates at all horizons.”? Usually the share is well
over 95%.

The story for within-Europe real exchange rates is only slightly differ-
ent. While x,’s share is often less than 90%, for 19 of the 28 European
country pairs it is never less than 80% at any horizon. The nine pairs where
x/'s share falls below 0.80, and the range at all horizons for x;'s share
for those country pairs, are: Spain-Italy, 0.75-0.86; Denmark—France,
0.68-0.87; Norway—-Netherlands, 0.73-0.88; Belgium—-Netherlands, 0.67-
0.89; Switzerland—Netherlands, 0.74-0.89; Denmark—Netherlands, 0.59-
0.71; Denmark-Norway, 0.73-0.89; Denmark—Belgium, 0.63—-0.71; and
Denmark—-Switzerland, 0.77-0.89.

The fact that the deviations from LOOP are a slightly smaller share of
real-exchange-rate movements for intra-European country pairs suggests
that perhaps the deviations from LOOP are not really attributable to
sticky consumer prices. Perhaps they arise because transportation costs
cause imperfect integration of markets. The somewhat smaller failures of
LOOP for the European pairs might reflect the fact that transportation
costs are lower for within-European trade than for cross-continental trade.
On the other hand, during 1974-2001, intra-European nominal exchange
rates have been less volatile than the cross-continental exchange rates.
So, the fact that deviations from LOOP are smaller within Europe is con-
sistent with sticky nominal consumer prices and deviations arising from
nominal-exchange-rate fluctuations. The next section helps to shed some
light on this question.

Betts and Kehoe (2001) recently have performed similar decomposi-
tions for a large number of countries, finding somewhat more evidence
that the relative price of nontraded goods drives real exchange rates.
However, there are two reasons why their results should be treated with
a bit of caution. They measure g, the real exchange rate, using relative
consumer price indexes in essentially the same way as I do.”® But their

12. Except for the Danish—Canadian share at the 1-month horizon, which is 0.893.

13. One difference is that I construct real exchange rates for consumers who weight the four
main components with equal weighrts in all countries, while they simply used published
CPIs. Thus, their real-exchange-rate changes may reflect changes in relative prices that
get reflected in real exchange rates because goods receive different weights across na-
tional CPls.
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measure of x; is not a CPI measure of traded goods. Instead they take x,
to be the relative producer price indexes across countries (that is, s + log
PPI* — log PPI). This measure of x; might vary over time even if LOOP
held for all traded goods and CPI weights for traded goods were identical.
That is because it measures x; using output weights rather than consump-
tion weights. Output weights can be very different across countries even
when CPI weights are not. A more substantial reason why Betts and
Kehoe attribute more of real-exchange-rate movements to y, is that they
measure ¥, as simply g; — x,. As I argued in Engel (1999), where I also
employed this measure of y; (as one of the four measures of y, I consid-
ered), a serious bias is introduced by measurement error in this case. Since
x,and g, are measured from different pricing surveys (PPI and CPI), where
no effort is made to reconcile the pricing errors there will be largely uncor-
related measurement errors in the two series. This in turn implies there
will be a potentially large negative correlation between the measure of x,
and the measure of y; (= ¢, — x;). Indeed, in Engel (1999), I found that x,
and y; measured in this way were highly negatively correlated. Decom-
posing the real exchange rate into x; and y, components is problematic
because one must find a way to deal with the negative correlation. Al-
though their results are similar to mine, Betts and Kehoe do attribute a
larger share of the variance of annual changes in real exchange rates to
the nontraded goods (), even for the countries that I consider here. I do
not find that the difference in our findings is attributable to differences
in methodology, and so I must conclude that they arise from the differ-
ence in the way we measure the price of tradable goods.

In essence, Devereux and Engel (2001) take the evidence against LOOP
for consumer goods as support for the position that nominal-exchange-
rate changes are not passed through to consumer prices because of local-
currency pricing. But there are other ways to interpret the evidence that
do not rely on LCP behavior. We turn to a few of these alternatives.

7. Shipping Costs

One explanation for why LOOP fails is that home and foreign consumers
are consuming slightly different products. That is, suppose a given prod-
uct can be produced in both the home and the foreign country. Let the
per-unit iceberg transport cost for exported goods be 3, as in OR (2000b).
Let Py be the domestic-currency price of the good in the home country,
and Pf be the foreign-currency price of the good in the foreign country.
The two goods are perfect substitutes for households. Then,

1
——SPf =< Py = (1 + d)SP;.
1+8 F H ( ) F
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If the home price is within this band, there is no passthrough of exchange
rates to domestic prices. On the edges of the band, passthrough is com-
plete. But this model has the untenable implication that zero passthrough
occurs only because there is no trade.

A more satisfactory version of the transportation-cost theory is that
there are two varieties of the good, one produced in the home country
and the other produced in the foreign country. Assume CES utility (and
no differences in tastes between home and foreign residents) and an elas-
ticity of substitution between varieties greater than 1. If the elasticity and
the per-unit transport costs are high enough, foreign varieties may consti-
tute a small share of overall consumption and thus a small share in the
measured price of home-country consumption. The reverse will be true
of the foreign country. LOOP may fail grossly for the price index of these
two goods.

Let P, be the price of a particular good. However, P, is itself an index
over the price of two varieties of the good—one produced at home and
one in the foreign country. Suppose home and foreign households have
the same preferences for the good:

C. = [l ™ + (1 — o) CR /Ao,

where the subscript i is for the good, of which there are two types: H for
home and F for foreign. Let the per-unit iceberg transport cost for ex-
ported goods be 8. The home-country producer is the only producer of
the home variety, and the foreign producer the only producer of the for-
eign variety. LOOP holds exclusive of transport costs. We have Pj; =
(1 + 8)Py/S and Py = (1 + 3)SP}. The rest of the macro model is the
same as specified above.

Under flexible nominal prices, Py/P; and Pj/P} respond to real
shocks. If nominal prices are sticky as in the Friedman framework of PCP,
it is clear that a flexible exchange rate is necessary to achieve a desirable
response of P/ Py (or P,/ Py) to real shocks. This framework potentially
is also consistent with the observation that measured consumer prices do
not respond much to exchange-rate changes. We have:

P, = [0Pi* + (1 — o)} P/
= [0!"1’,1;}" + (1 — a)k (1 + 5)1—151—113:}1,—7&]1/(1—1)_
The passthrough elasticity for the home country, for example, is

- (1 — u)*(l + 8)1—1.51— lpﬁl—k
Pl + (1 — a1 + §)rSrpyw
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For A > 1, we have € — 0 as 8 — . If the cost of the foreign good is high
enough, there will not be much effect of exchange rates on home con-
sumer prices if the foreign good is a sufficiently high substitute for the
domestic good. For foreign prices (in domestic-currency terms);

SP* = S[PH* + (1 — aPPE/a-D
= [a’*(l + 5)1_"13,1;}7‘ + 1 - a)xsl—xp;ri__l—x]u(l—x)_

If shipping costs were zero, so & = 0, LOOP would hold for good i.
That is, we would have P,/ SPf = 1. But as § increases above zero, devia-
tions from LOOP for good i (that is, for the index of the price of varieties
H and F) increase. Taking a Taylor series expansion, the variance of
In(P,/SP?) = p, — s — p{ equals approximately

(L) (z — 1) Var(X), where z = (1+

A—1/ \z+1
1 A P A-1
and X = (— %) (22]) .
o SpP

As the shipping costs increase, the variance of p, — s — p; increases (hold-
ing the variance of X constant.)

Several studies have examined how the variations of deviations from
LOOP are related to distance, which is taken to be a proxy for shipping
costs. Engel and Rogers (1996) posit that the standard deviation of
changes in p, — s — p} is related to distance. Their comparison is made
for 14 disaggregated CPI categories (food at home, food away from home,
men’s and boy’s apparel, etc.) and for 23 cities in North America—9 Cana-
dian cities and 14 U.S. cities. They found that deviations from LOOP were
significantly related to distance between locations. But they also found
that, even taking into account the distance effect, the deviations from
LOOP were much larger when comparing goods prices between U.S. and
Canadian cities than when comparing prices for city pairs within the
United States or Canada. That is, there is a large border effect.

Similar findings have been confirmed for U.S.-Japanese prices (Parsley
and Wei 2001a), and intra-European prices (Engel and Rogers, 2001; Pars-
ley and Wei, 2001b). Parsley and Wei’s studies used data on very nar-
rowly defined consumer goods (for example, boxes of facial tissues, men’s
jeans, imported whiskey). Each of these studies confirms that distance
between locations is a significant explanatory variable for the standard
deviation of p, — s — p}. But these studies go further, and find that volatil-
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ity of nominal exchange rates plays a much greater role in accounting for
the volatility of deviations from LOOP.

Here I shall present some evidence that is similar in spirit to the evi-
dence presented in those papers. My traded-goods price data are not
nearly as disaggregated as the data in the other studies: I will use the
OECD data on consumer prices for food and for all commodities exclud-
ing food that I described in the previous section.

In Table 1, I report cross-section regressions, in which the dependent
variable is the standard deviation of changes in p, — s — p; (for food, and
for commodities less food), so there are 55 observations in each cross-
section regression, representing the standard deviation of p, — s — p;* for
each of the 55 country pairs. The top panel reports regressions for 1-month
changes, and the bottom panel for 12-month changes. The shipping costs
are captured by DIST, which measures the log of the distance between
the capital cities. It is difficult to gauge the correct form of the nonlinear
relationship between distance and shipping costs, especially over large
intercontinental distances. So the regressions also include a dummy vari-
able that takes on a value of 1 if one of the countries in the country pair
is Japan JADUM), and another dummy that is 1 if the country pair has
one country in North America and another in Europe (ATLDUM).

For both food and nonfood goods, the coefficient on log distance is posi-
tive and highly significant for both 1-month and 12-month changes. This is
in accord with the transportation-cost theory of deviations from LOOP.

Another approach is to take bilateral trade volumes as a measure of
integration between two countries. Table 1 reports regressions that use
the log of bilateral trade volumes instead of the log of distance as an ex-
planatory variable." Two sets of regressions are reported. The first are
OLS in which the bilateral trade volumes are deflated by the product of
GDPs of the trading pairs. The second are IV regressions in which the
undeflated bilateral trade volumes are explained in a first stage by a grav-
1ty model—using the log of distance and the log of the product of GDPs
as instruments. For both food and nonfood goods, the coefficient on log of
trade is positive and significant for both 1-month and 12-month changes.

However, as was noted in the previous section, countries that are closer
together, or that have higher (scaled) bilateral trade volumes, also tend
to have lower nominal-exchange-rate volatility. So the transportation-cost
effects that Table 1 reports may be overstating the value of distance or
trade. In Table 2, the same regressions are run, but also using the standard

14 These data were taken from Andrew Rose’s Web site, http./ /haas.berkeley.edu/
~arose /RecRes.htm. They are the data used in Frankel and Rose (2002). I take the aver-
age of the log of bilateral trade for 1975, 1980, 1985, 1990, and 1995.
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deviation of the nominal exchange rate as an explanatory variable. In all
cases, the standard deviation of the nominal exchange rate is highly sig-
nificant. In comparison with Table 1, the absolute values of the coefficients
on the trade and distance variables fall greatly, and their statistical sig-
nificance also falls.

Table 3 reports an analysis of variance for each of the regressions re-
ported in Table 2. The purpose of Table 3 is to show how much of the
“explained” variance of the dependent variable is attributable to the stan-
dard deviation of nominal exchange rates, the integration variable (dis-
tance or trade volume), the dummy variables, and their interaction. Table
3 reveals that distance or trade volume accounts for a small fraction of
the explained variance in all of the reported regressions. In eight of the
twelve regressions, it accounts for 1% or less of the explained variance.
In one regression it accounts for 16.4%, and in the remaining three for
less than 10%. In contrast, in all of the regressions, the standard deviation
of the nominal exchange rate accounts for a large fraction of the explained
variance. In all but one case it is over 50%, and in most cases it is over 80%.
So, even though distances or trade volumes are sometimes significant in
explaining the standard deviation of p, — s — p7, they do not carry much
of the load in explaining it.

In the transportation-cost model, the behavior of nominal exchange
rates plays no role in explaining the deviations from the law of one price.
The deviations result from a real trading cost. The models make no men-
tion of these costs differing across nominal-exchange-rate regimes. In the
LCP model, by contrast, deviations from LOOP are volatile precisely be-
cause nominal exchange rates are volatile. The empirical work cited
above, and the new work reported here, shows there is a role for both
models in explaining the deviations from LOOP. But the implication of
the analysis of variance in Table 3 is that the proxies for trading costs
account for a very small fraction of the variation in prices across countries
compared to nominal-exchange-rate fluctuations.

These empirical studies certainly do not perfectly measure transporta-
tion costs, or their effects on deviations from LOOP. However, even if
transportation costs were much more significant, this model actually
would not support a strong expenditure-switching effect. The reason
there is so little passthrough of exchange rates to consumer prices in the
home country in the transportation-cost model is that foreign varieties
are a small share of total consumption. In fact, € measures not only the
elasticity of consumer prices with respect to a change in the price of for-
eign goods; it also measures the share of foreign goods in expenditures.
So passthrough can only be small in this model if the expenditure share
on foreign varieties is small. The case for floating rates is weak in this
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case. Floating rates might be needed to achieve optimal relative-price ad-
justments, but those adjustments are not very important to the function-
ing of the economy in this model.

In fact, OR (2000b) reason that the low passthrough to consumer prices
cannot be fully explained by transportation costs, and that some other
factors must be at play.

8. Nontraded Distribution Services and PCP

One possible explanation for the apparent nonresponsiveness of con-
sumer prices to exchange-rate changes is that CPIs measure the price of
a basket of both consumer goods and the distribution services that bring
the goods to consumers. LOOP might very well hold for the actual physi-
cal good (as in PCP models), but the measured consumer price includes
the price of the distribution service, which is nontraded and for which
LOOP need not hold. Recent examples of papers that have adopted this
type of model are McCallum and Nelson (2000), Burstein, Neves, and
Rebelo (2000), and Burstein, Eichenbaum, and Rebelo (2002).** None of
these papers provide direct evidence on the role of distribution costs in
accounting for real-exchange-rate changes.

Let the home price of imported good i be a composite of a traded-goods
price P, for which LOOP holds (P, = SP}) and the price of a nontraded
distribution service (P,). If output of the final consumer product is a CES
function of the traded good and the distribution service (with elasticity
equal to A), the price of the final product can be written as

P,= [0P§*+ (1 - o PIH/0-D = [Pl + (L — PR D, (@)

If Pt is fixed in foreign-currency terms, the passthrough of exchange rates
is given by:
- a)hsl—hp:n—x
APt + (1 — afSiApEE

As o — 1, e = 0. That is, as the share of the nontraded distribution service
increases toward unity, the passthrough elasticity falls toward zero.

We cannot usually observe P, and P} directly, but we might be able to
examine this hypothesis using only measures of the consumer price and

15. The model of OR (2000a) could be interpreted this way. The final good in that type of
model is a composite of a traded home-produced good, a traded foreign-produced good,
and a nontraded distribution service.
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a measure of the price of services. To simplify matters, let the production
function be Cobb-Douglas [so A — 1 in (2)]. The price of good 7 in the
home compared to the foreign country is

p—s—p*=k+ox + (1 -y, (3)

where lowercase letters mean logs, the subscripts i are dropped, k is
a constant, o is the cost share of noniraded distribution services,
x=p, — s — p!is the price of services in the home country relative to
the foreign country, and u = p — s — p* is the price deviation for the
traded good. Under the null LOOP, u should in principle be zero, but the
null might allow for a smalli.i.d. error. So equation (3) could be estimated.
It should have a good fit and yield a tight estimate of o if the distribution
cost model is true.

But estimating this equation is not useful for distinguishing between
the model in which prices are equalized for the traded good and the
model in which there is local-currency pricing for the traded good. To
allow for this alternative, let ¥ = —ys + & Under LOOP for the traded
good, ¥ = 0. Under LCP, y = 1. The quantity 1 — yis the degree of pass-
through. Assume that € is uncorrelated with s and has a small variance.
Also, define v = p, — p;, and assume for purposes of exposition that it
is also uncorrelated with s. Then x = v — s. Under these assumptions, the
probability limit of the OLS estimate of o from equation (3) is given by

1 — o)[Cov(g, v) + v Var(s)]
Var(v) + Var(s) '

OL+(

Under the hypothesis that LOOP holds for the traded good (y = 0), the
asymptotic bias is small, since Cov(g, v) /Var(s) is likely to be small. But
when v = 1, the asymptotic bias of the estimate of o. from this regression
could be large. As Var(s) gets large, the probability limit of the estimate
of a.approaches o, + (1 — @) = 1. Under the alternative of LCP, estimating
equation (3) would return a large estimate of a. The equation would fit
well and appear to attribute most of the variation of p — s — p* to the
relative services component. Estimating (3) is not a good way to test for
the model in which LOOP holds for the traded good (and the services
component accounts for all of the deviations in the CPI prices across coun-
ries), vs. the LCP modei.
Suppose, however, we could group u with x and estimate

p—s—vr=k+ ofx —u)+u (€]
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The probability limit of the estimate of o from this regression is given by

Cov(e, v) — Var(e) — (1 — 7) Var(s)
Var(v) + Var(e) — 2 Cov(g, v) + (1 ~ y)*Var(s)

When y = 0, the asymptotic bias is small because Var(s) is large relative
to the other variances and covariances. The R? from the regression should
be high, because x — u = v — € + s in this case, which has a high variance
relative to the regression error, 4 = ¢. But under LCP (y = 1) the asymp-
totic bias is much higher, and likely to be negative if Cov(g, v) is near
zero. Moreover, the R? will be low, since x — u = v — € has small variance
and the regression error u = — s + € has large variance. So, if LCP were
important, the coefficient estimate and R? from this regression would be
very different than if LOOP held for the traded good. This might be a
useful approach to distinguish the models.

Fortunately, we can observe x — u up to a constant of proportionality,
because x —u = [1/(1 — &)][p; — p — (pf — p*)]. Substituting into equation
(8.3), we arrive at the equation we propose to estimate:

o
1—-0o

p—s—p=k+ B, —p— (pf — pM] + u (5)

To sum up the previous discussion: Under the hypothesis that nontraded
distribution services account for the observed deviations across countries
in consumer prices, while LOOP holds well for the actual traded good,
the slope coefficient in the regression should be strongly positive and the
R? should be high. Alternatively, if there is LCP for the traded good, the
slope coefficient is biased downward (and may be negative), and the R?
will be low [especially if Var(s) is high].

We do not observe the cost of the distribution services, p,, directly. But
we can use as a proxy the OECD prices of services (excluding rent) de-
scribed above in Section 6. We use as our measure of the observable
traded-goods price, p, the traded-goods price that was constructed from
the OECD data on food prices and prices of nonfood commodities.

As we noted above, the measures of p — s — p* are highly persistent
for all 55 country pairs, and we fail to reject a unit root in almost all cases.
Similarly, p, — p — (p¥ — p*) is persistent. We reject a unit root at the 5%
level for only nine of the 55 country pairs, and at the 1% level for only
two. So we will examine the relationship between changes inp — s — p*
and changesinp, — p — (p: — p*). We regress 1-month (2-month, 3-month,
..., 24-month) changes in p — s — p* on 1-month (2-month, 3-month, . . .,
24-month) changes inp, — p — (p; — -
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Figure 2 presents plots of the estimated slope coefficient from the re-
gressions for the 24 horizons, with one graph for 10 of the 55 country
pairs. Figure 3 plots the R¥s from those regressions."®

The results indicate poor performance for the distribution-services
modetl at the shortest horizons. For horizons less than 6 months, there are
no cases in which the coefficient is positive and the R? is greater than
0.07. In many instances, the coefficient on the relative price of services
is negative. For all of the intra-European country pairs, which have low
nominai-exchange-rate volatility, the coefficient is negative at horizons of
1 to 6 months. In some cases the R? is high (in the range of 0.15 to 0.45)
in these regressions. As we would expect under LCP, the lowest R*’s are
for the country pairs that have the highest nominal-exchange-rate volatil-
ity——country pairs involving the U.S., Japan, and Canada with overseas
partners.

At the longest horizons, the distribution-services model fares only
slightly better. It is still the case that the coefficient estimates is negative
at the longer horizons for almost all of the European country pairs. Of
the 28 European country pairs, only nine display positive coefficients at
all of the horizons from 19 to 24 months. Two more have positive coeffi-
cients at the 23- and 24-month horizons. In only one of these eleven cases
(Belgium—Norway) is the R? above 0.20. The distribution-services model
appears to explain a bit more for the 27 country pairs that are not intra-
European. In 14 cases, the regression coefficient is positive at all of the
longer horizons (19 to 24 months), and in 2 additional cases it is positive
for some of the longer horizons. Of these 16 country pairs with positive
coefficient estimates at longer horizons, only 3 (Belgium-U.S., Belgium-—
Canada, and Netherlands-U.S.) have R”s greater than 0.20.

Goldberg and Verboven (2001a) (hereinafter referred to as GV) have a
related empirical study that appears to find much stronger evidence in
favor of the distribution-services approach. GV use extremely detailed
data for automobile prices sold in five European countries. They have
prices of specific models for 15 years, data on characteristics of the auto-
mobiles (horsepower, size, luxury features, etc.), production location of
each model, and some data on income of buyers. They use tax data, and
make use of data on import restrictions. In short, their data are compre-
hensive and much better than the data used here.

In essence, GV estimate a version of equation (3). However, they do
not simply allow the deviation from LOOP for the traded good to appear
as an error term in the regression. They are not able to observe u. But they
build a highly complex model of automobile demand and the pricing-

16 The NBER working paper version, Engel (2002), presents plots for all 55 country pairs
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Figure 2 COEFFICIENT ESTIMATES FOR REGRESSION OF TRADED PRICES
ON SERVICE PRICES
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Pigure 3 R? FROM REGRESSIONS REPORTED IN FIGURE 2
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to-market behavior of automobile producers. Combining these, they use
sophisticated nonlinear methods to come up with a measure of the de-
sired degree of price discrimination by firms. Although this does not do
justice to GV’s work, in essence their empirical model could be expressed
as an extension of (3):

p—-s—p=k+tox+y+mn.

Relative to (3), the term y represents the sophisticated estimate of desired
price discrimination by firms. The error term 1 represents all the elements
not captured by y,son = (1 — )u — y.

GV’s approach is a reasonable and very admirable attempt to deal with
the unobservability of u. My hunch—and this obviously deserves further
study—is that GV still do not capture the full degree of price discrimina-
tion. In fact, if producers are simply setting prices in local currencies (be-
cause, say, of menu costs), the model of GV will certainly underpredict
the degree of desired local-currency price stability for the imported good.
So the residual remaining in the GV regression will still be highly nega-
tively correlated with s, and therefore highly positively correlated with x.
As a result, GV will tend to attribute too much to the distribution services
component x.

GV believe they rule out the possibility of transitory price stickiness by
estimating their equation in levels over a 15-year period—to capture the
long-run pricing equation. However, real exchange rates are extremely
persistent (see Rogoff, 1996). Chari, Kehoe, and McGrattan (2000) show
that when price setting is asynchronized, the adjustment can be very slow.
Rogoff cites a half-life for the real exchange rate of 3-5 years. With such
slow adjustment of prices, the 15-year sample that GV use may not be
sufficient to capture only long-run pricing behavior.

Even if the distribution-services hypothesis is correct, it might imply
that the role for nominal-exchange-rate flexibility is small. In this ap-
proach, the reason that nominal exchange rates have low passthrough to
consumer prices is that the distribution services are a large component
of the cost of consumer goods. As in the model with transportation costs,
if the nontraded marketing services are such a large component of the
cost of consumer goods that we barely observe any effect of exchange-
rate passthrough, then the physical import must not be a very important
component of our consumer basket. Exchange-rate flexibility is desirable
for achieving relative price adjustments, but these relative price adjust-
ments may not be very significant. The cost of the physical traded good
is a small component of the overall cost of consumer goods, so achieving
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the optimal relative-price change for this component may not influence
welfare much.

9. Imports as Intermediate Goods

Obstfeld (2001) models imported goods as intermediate products. They
are combined with products produced locally to make final consumer
goods (which are nontraded). There is complete passthrough of exchange
rates to imported-goods prices in this framework. That is, the price of
imported goods is set in the producers’ currencies, so the imported price
varies one for one with the exchange rate. But imported goods are not sold
directly to consumers. The price of the final good is set in the consumers’
currencies.

This model, then, is completely consistent with the observation that
consumer prices do not respond much to exchange-rate changes in the
short run. But there is still an important role for exchange-rate flexibility
in changing relative prices. The final-goods producer faces a sourcing deci-
sion—to use imported intermediates or locally produced intermediates.
There is not perfect substitutability between the two, but there is some."”
So a nominal-exchange-rate adjustment can change the price of imported
relative to locally produced intermediates.

There is a single final consumer good, sold by a monopolist that buys
intermediate inputs in competitive markets. The price of the final good
in the home country is P, and it is fixed in home currency.

The cost of producing the good is not fixed ex ante. The cost is given
by

T = [e*P™? + (1 — a)SI-P-aj/a-h,

Here, Py, is the price of the home-produced intermediate good. That good
is produced using a variety of labor inputs. In the Obstfeld setup, each
household is a monopoly supplier of a unique type of labor. Nominal
wages are fixed ex ante. The intermediate-goods market is competitive
with free entry. The price Py is in principle flexible, but under competitive
conditions it is equal to the ex ante fixed nominal wage. (In Obstfeld’s
model, there are no productivity shocks, but there are labor-supply
shocks. The labor input per unit of output is fixed at unity.)

Likewise, Pf is the price of the foreign-produced intermediate in the
foreign currency. The structure of the foreign intermediate market is the
same as that of the home market, which implies that Pf is fixed ex ante

17 Specifically, in Obstfeld’s framework there is unit elasticity of substitution.
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in the foreign currency. The home-currency price, Pr = SPf, changes with
the exchange rate.

Under flexible nominal prices, using the general model of Section 2, we
find

(Here, an increase in 1 represents an increase in home labor supply, which
would reduce the wage and cost per unit of the home product under
flexible prices and wages.)

With fixed nominal wages, we have for example in the home country
P,/P; = Py/SP}. Since Py and P} will be fixed under the market condi-
tions described, we need exchange-rate flexibility to allow relative price
adjustment. Indeed, since S = M/M?*, with a suitably designed mone-
tary policy of the form M = kn and M* = k*n* the flexible price equi-
librium can be mimicked. Indeed, Obstfeld demonstrates that prices and
allocations are the same under flexible prices as under sticky nominal
wages with this inward-looking monetary policy that has exchange-rate
flexibility.?

OR (2000) present evidence that shows there is much more passthrough
of exchange rates to imported-goods prices than to final-consumer prices.
While the passthrough is certainly not 100% (as in the model just de-
scribed), there appears to be a sufficient degree of passthrough to allow
for a significant expenditure-switching effect following from nominal-
exchange-rate changes. Goldberg and Knetter (1997) and Goldberg and
Campa (2001) offer evidence that while passthrough to import prices is
far from complete, it is significantly greater than passthrough to final-
consumer prices.

An important aspect of the Obstfeld (2001) model is the idea that there
are final-goods producers or distributors who can substitute between lo-
cally produced and imported intermediates. Devereux, Engel, and Tille
(1999) take an approach that is quite similar to Obstfeld (2001). However,
they take the limiting case of the cost function in which the elasticity of
substitution is zero. That is, their model can be interpreted as one in which
the distributor combines imported goods and locally produced goods in
fixed proportion.” In that case, of course, there is no possibility of substi-

18. In fact, in terms of real variables and prices of output, the model is isomorphic to the
PCP model of OR (2000a).

19. That is not exactly the set-up in Devereux, Engel, and Tille, but there 1s little difference
in substance between the model I describe here and theirs.
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tution between imported goods and local goods when the exchange rate
changes, even though there is complete passthrough of the exchange rate
to imported prices.

Potentially there are wealth effects from exchange-rate changes in this
case. The demand for imported goods is fixed, because their price is fixed
in consumers’ currencies and the distributor cannot substitute toward lo-
cally produced goods. When the home currency depreciates, it raises the
price that local distributors must pay for imported goods and lowers their
profits. Foreign distributors have a windfall gain. In Devereux, Engel, and
Tille (1999), these profit effects are not consequential, because of their as-
sumption that there are state-contingent nominal bonds traded for each
possible state. But Tille (2000) investigates the importance of these wealth
effects for equilibrium demands when only non-state-contingent bonds
car: be traded. These wealth effects are a completely different channel
through which exchange rates affect equilibrium than the relative price
effects that are so important to the Friedman analysis.

The model of Devereux, Engel, and Tille (1999) is best described as one
in which imports are primarily branded final goods. The distributor can-
not substitute any local product for that brand. For example, a Toyota
dealer cannot substitute a Chevrolet Lumina for a Camry if the yen be-
comes too expensive. The Obstfeld (2001) model is best thought of as a
model in which the consumer cannot differentiate between local and im-
ported sources of inputs. Perhaps the typical product in this setup is auto
parts. The automobile may itself be assembled in the country in which it
is consumed (in fact, many Toyota Camrys purchased in the United States
are manufactured there), but using parts that may be imported or pro-
duced locaily.

The empirical question is to what extent substitution occurs at some
stage before the good reaches the consumer. For the question of exchange-
rate flexibility, the key is whether substitution can occur between im-
ported and local products. For example, if the United Kingdom is
considering adopting the euro vs. keeping an independent pound, the
question is whether in response to a pound depreciation the British can
substitute toward British goods. Let me clarify what this means by way
of an example. Suppose the imported good is wine. If the euro appreciates
relative to the pound and dollar and thereby raises the pound price of
French wine (as in the PCP specification), then the British might substitute
away from French wine toward American wine. But for that margin of
substitution, the flexibility of the pound-euro rate does not matter at all.
Even if the pound—euro rate were fixed, the price of French wine would
rise relative to that of American wine. The question is the degree to which
z euro appreciation leads U.K. distributors to substitute away from goods
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produced on the continent toward U.K.-produced goods. If a large de-
gree of such substitution occurs (as in the Obstfeld (2001) model), then
exchange-rate flexibility is desirable. If little such substitution occurs (as
in Devereux, Engel, and Tille (1999)), then there is not so strong a case
for an independent currency with freely floating rates.

10. Conclusions

The famous case for flexible exchange rates advanced by Friedman (1953)
is based on a view that appears at odds with empirical evidence. Fried-
man'’s approach assumes that nominal prices are set in producers’ curren-
cies and exchange-rate changes are passed through completely to final
users of the goods. Thus an exchange-rate change delivers a relative price
adjustment between foreign and domestically produced goods.

Recent theoretical papers confirm Friedman's policy prescription under
his assumption about goods pricing. Empirical evidence, however, appears
to contradict this assumption, because consumer prices are not very res-
ponsive to exchange rates. If there is no effect of exchange rates on prices
that are paid by demanders of goods, then the exchange rate does not play
the role in adjusting relative prices that Friedman posits. The jury is still
out on whether we can reconcile the evidence of low exchange-rate pass-
through to consumer prices with a significant expenditure-switching effect.

Even for advanced countries that have credible monetary policies and
stable financial markets, expenditure switching is only one of several fac-
tors that are important in the choice of fixed vs. floating. As has been
noted, one traditional argument in favor of floating exchange rates is that
countries are able to follow independent monetary policies that allow
monetary policy to react to local conditions. In the model of Devereux
and Engel (2001), independent monetary policies are strictly subopti-
mal—they lead to undesirable deviations from LOOP, and do not yield
any gains. But the structure of their model rules out possible gains from
monetary policy, because it assumes a full set of nominal state-contingent
claims, identical preferences for home and foreign households, and that
all goods are traded.

On the other hand, there is evidence that fixed exchange rates, or cur-
rency unions, confer gains that are not addressed in the models discussed
here. Rose (2000) and Frankel and Rose (2002) find empirical evidence
that joining currency unions will increase the volume of trade between
union members, and the increased trade will stimulate growth. These pa-
pers do not explain why currency unions increase trade, but presumably
the unions somehow foster more tightly integrated markets. Indeed, Pars-
ley and Wei (2001b), Rogers (2001), and GV (2001b) find that deviations
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from LOOP are small for currency-union members—even smaller than
for countries that have fixed exchange rates but separate currencies. So
the choice of exchange-rate regime, and particularly the choice to join a
currency union, might influence how prices are set.

The models discussed here assume that the exchange rate is driven by
monetary and real factors, and there is no significant role for speculative
bubbles. If bubbles are important in determining exchange rates, then per-
haps a stronger case for fixed exchange rates or currency union can be
made. Jeanne and Rose (2002) advance the view that fixed exchange rates
are desirable on the grounds that they help reduce the role of pure noise
in exchange rates.

Missing from my survey of empirical work has been evidence concern-
ing quantities: trade flows or employment, for example. Integrating such
evidence is important, but beyond the scope of this paper. Microeconomic
studies that examine how imports of particular types of goods, or how
employment in specific industries, are affected by changes in import
prices must be applied with a dollop of caution. That is because there is
a missing link that must be supplied before one can use these studies to
judge the quantitative significance of the expenditure-switching effect: the
degree of passthrough. Import demand may be fairly elastic with respect
to price changes, but if the import price is inelastic with respect to the
nominal exchange rate, the overall effect on import demand may be small.

Aggregate studies that link employment or aggregate imports or sec-
toral employment to real exchange rates suffer less from this problem,
because we know that for advanced countries the real exchange rate
moves closely with the nominal exchange rate. Hooper, Johnson, and
Marquez (2000) estimate short-run aggregate import and export elastici-
ties for the G-7 countries. They find these elasticities are uniformly small,
and generally statistically indistinguishable from zero. They conclude,
“Tke evidence suggests that . . . changes in relative prices play a lesser
role as a short-run international conduit.”

On the other hand, studies of the effects of real exchange rates on em-
ployment, such as Gourinchas (1998, 1999) and Goldberg and Tracy
(2000), do find statistically significant effects. It is difficult to judge, how-
ever, the economic significance of their findings for the importance of
the expenditure-switching effect without placing them in the context of
a general equilibrium model. For example, Gourinchas (1998) finds “an
average 0.27% contraction in tradable employment over the 3 quarters
following a mild 10% appreciation of the real exchange rate.” Gourinchas
(1999) finds “a 1 percent appreciation of the real exchange rate destroys
C.95 percent of tradable jobs over the next two years.” It is difficult to
judge whether such changes imply that nominal-exchange-rate flexibility
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has large or small effects on welfare unless these findings can be inte-
grated into a full general equilibrium model.

The new open-economy macroeconomics has given us a structured way
to think about the issues that are important when considering the desir-
ability of floating exchange rates vs. currency union. Unfortunately for
policymakers facing a near-term deadline for choosing an exchange-rate
system, our knowledge has not advanced far enough to offer a firm rec-
ommendation backed up by appropriate theory.
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1. Introduction

This paper by Charles Engel is a very useful survey on what the new-
open-economy literature and empirical evidence on real-exchange-rate
behavior have to say about Milton Friedman’s (1953) case for floating ex-
change rates. Friedman argued that when prices are sticky, floating ex-
change rates are preferable to fixed exchange rates because the nominal
exchange rate can move to bring the real exchange rate in line with the
equilibrium relative price between domestic and foreign goods. As Engel
demonstrates, however, this question hinges upon the degree to which
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